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Abstract— Multiple distributed controllers have been used in
software-defined networks (SDNs) to improve scalability and
reliability, where each controller manages one static partition
of the network. In this paper, we show that dynamic mapping
between switches and controllers can improve efficiency in man-
aging traffic load variations. In particular, we propose balanced
controller (BalCon) and BalConPlus, two SDN switch migration
schemes to achieve load balance among SDN controllers with
small migration cost. BalCon is suitable for the scenarios where
the network does not require a serial processing of switch
requests. For other scenarios, BalConPlus is more suitable, as it
is immune to the switch migration blackout and does not cause
any service disruption. Simulations demonstrate that BalCon
and BalConPlus significantly reduce the load imbalance among
SDN controllers by migrating only a small number of switches
with low computation overhead. We also build a prototype
testbed based on the open-source SDN framework RYU to verify
the practicality and effectiveness of BalCon and BalConPlus.
Experiment confirms the results of the simulations. It also
shows that BalConPlus is immune to switch migration blackout,
an adverse effect in the baseline BalCon.

Index Terms— Software-defined networking, distributed con-
trollers, load balancing, switch migration.

I. INTRODUCTION

SOFTWARE Defined Networking (SDN) is a promising
networking technology that enables network innovation

and provides network operators more control of the network
infrastructure. It decouples the control plane logic from the
data plane by moving the networking control functions from
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the forwarding devices (e.g., switches/routers) to the logi-
cally centralized controller, so that the network functions can
be implemented by software. However, as the number of
switches1 in an SDN increases, the centralized controller may
fail to process all the requests coming from the switches.
Moreover, because of the single point of failure, malfunction
of the SDN controller can bring down the whole network.
Recent works have proposed using multiple physically dis-
tributed SDN controllers to improve system scalability and
reliability, while preserving the simplicity of a logically cen-
tralized system [2]–[4].

One of the problems of existing multicontroller architectures
is their static mapping between SDN switches and controllers
which makes the control plane unable to adapt to traffic
variation. As suggested in [5], real networks may exhibit
huge variations in both temporal dimensions (traffic varies
at different time of the day or even in a shorter time scale)
and spatial dimensions (traffic varies at different locations
of the network) [6]. If the SDN switch-controller mapping
is static, the huge variations may result in imbalance among
the controllers, i.e., some overloaded and some underutilized.
An overloaded controller will response to switch requests with
increased latency, deteriorating the quality of user experience.
Therefore, dynamic mapping between the switches and the
controllers can overcome imbalance and reduce the connection
setup latency, by migrating some switches from an over-
loaded controller to other controllers with light load. However,
the dynamic switch migration does incur some overhead due
to the four-phase switch migration protocol [7] that causes
service interruption (detailed in Section V).

Although some works have been proposed to address the
switch migration issue among multiple controllers, there is
a lack of systematic method to quantitatively identify which
switches to be migrated for better controller load balance.

The contributions of this paper in theoretical, algorithmic
and implementation aspects are summarized below:

- We show that dynamic mapping between SDN switches
and controllers provides system elasticity and efficiency
under varied traffic loads. Migration of switches among
the controllers to achieve controller load balancing has

1Unless specifically noted, we only consider switches as the forwarding
devices in this paper. The conclusion made in the paper can be simply
extended to scenarios where other devices (e.g., firewalls) exist.
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been modeled as an optimization problem and shown that
it is NP-complete;

- Since the computational complexity of the optimal solu-
tion of the model is prohibitively high, we propose
BalCon, a heuristic solution that is able to achieve
load balancing among the controllers through switch
migration;

- We analyze the overhead incurred in switch migration
and discuss a service disruption problem during the
migration, called switch migration blackout. BalConPlus,
an improved version of BalCon, is proposed to eliminate
the blackout by steering new arriving flows away from
the switches that are being migrated. BalConPlus requires
only minor changes from the baseline BalCon without
incurring much additional implementation complexity;

- We implement BalCon and BalConPlus in Matlab. Simu-
lation results show that load imbalance among controllers
(expressed as variance of the load) is reduced by 40% and
the load of the congested controller is reduced by 19%
with a relatively low number of SDN switches migrated;

- We prototype a testbed based on RYU (a popular SDN
controller written in python [8]) to verify the practicality
and effectiveness of BalCon and BalConPlus. Through
experiment results, we demonstrate that BalConPlus is
immune to the blackout;

- The operation of BalCon and BalConPlus needs to know
some system parameters in advance (e.g., the cost for
computing a path and the cost for installing a flow entry
to a switch) to predict migration results. We propose an
automated parameter measurement and calculation frame-
work to run BalCon and BalConPlus in our prototyped
testbed.

BalCon and BalConPlus can be used in large scale data
center networks, carrier networks, or enterprise networks that
have a large number of network devices (such as switches,
firewalls, and Intrusion Detection Systems (IDS)) controlled
by multiple controllers to achieve controller load balance.
In particular, BalCon can be used when the network does
not require serial processing of switch requests, since such a
network will not have the switch migration blackout problem
(details are discussed in Section V). For networks that require
serial processing of switch requests, BalConPlus is more
suitable as it can steer new flows away from the switches
that are being migrated to avoid service disruption.

The rest of the paper is organized as follows: Section II
presents the motivations of our work. Section III presents the
system model. Section IV presents the design and the details
of BalCon. Section V discusses the switch migration blackout
problem and presents BalConPlus. In Section VI we evaluate
the performance of BalCon and BalConPlus using Matlab
simulations. Section VII presents a prototype testbed with
RYU controller and detailed experiment results. Section VIII
reviews prior related works. Conclusions are in Section IX.

II. MOTIVATIONS

An SDN network is composed of SDN switches and a log-
ically centralized SDN controller. Each SDN switch processes

Fig. 1. SDN controller load imbalance scenario.

and delivers packets according to rules stored in its flow table
(forwarding state), whereas the SDN controller configures the
forwarding state of each switch using a standard protocol
(e.g., OpenFlow [9]). Traffic rules, representing the forwarding
state, are installed in SDN switches when a new flow arrives.2

In order to overcome the scalability issues of a single
centralized controller, several approaches have been proposed
in the literature. One of the most effective methods is the use of
distributed controllers. Existing distributed controller solutions
still suffer from the static mapping between SDN switches and
controllers, limiting the capability of dynamic load adaptation.

Let’s briefly explain the reactive mode behavior in SDN
using an example in Figure 1, where the network is divided
into two domains and each of them is controlled by a con-
troller. Assume that a new flow f1 generated by host H1

arrives at switch S1. S1 doesn’t have any rule associated
with the flow and generates a “packet-in”3 to controller C1

(i.e., the first red arrow in step a©). C1 then computes the
route (i.e., step b© in blue) and installs the flow rules on SDN
switches controlled by itself (i.e., the green arrows to S1 and
S2 in step c© by assuming that the forwarding path of the
flow is S1 → S2 → the second domain ). When the flow
arrives at S5, the switch doesn’t have any rule associated with
the flow and, consequently, sends a packet-in request to C2

that computes the flow’s path and installs the flow rules on
S5 and S6 (assuming that the forwarding path of the flow in
the second domain is S5 → S6).

Suppose now that due to the traffic variations, a large
number of new flows arrive to the network and the current
traffic pattern is depicted in Figure 1. In particular:

- host H1 generates 30 new flows/second to H3, which
are routed through S1 → S3 → H3 (green arrows);

- host H2 generates 35 new flows/second to H6, which
are routed through S2 → S5 → S6 → H6 (red arrows);

2This method is known as “reactive” mode. A less-used and less-effective
method is “proactive” mode in which the controller installs rules beforehand.

3When a packet does not match any of the existing rules inside an SDN
switch, the default policy is to send a copy of that packet up to the controller.
This “packet sent to the controller” message is called, in OpenFlow-parlance,
a packet-in [10].
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Fig. 2. Controller load balance is improved after switch migrations.

- host H8 generates 20 new flows/second to H2, which
are routed through S8 → S7 → S4 → S2 → H2

(blue arrows).
At this point, we want to ask what are the computational

burdens of controllers C1 and C2 due to the instantiation of
the new flows. Suppose that the path computation for a single
flow requires α units of load, whereas the rules installation
of a single flow in a single switch requires β units of load.
At controller C1:

- the green flows generate 30α units for path computation
and (30 + 30)β units for rules installation at S1 and S3;

- the red flows generate 35α units for path computation
and 35β units for rules installation at S2;

- the blue flows generate 20α units for path computation
and (20 + 20)β units for rules installation at S4 and S2.

At controller C2:
- the red flows generate 35α units for path computation

and (35 + 35)β units for rules installation at S5 and S6;
- the blue flows generate 20α units for path computation

and (20 + 20)β units for rules installation at S8 and S7.
If we assume α = 1 and β = 0.1,4 we obtain:

LC1 = (30 + 35 + 20)α + (30 + 55 + 30 + 20)β
= 98.5 units/s.

LC2 = (35 + 20)α + (35 + 35 + 20 + 20)β = 66 units/s.

In the aforementioned example, the load between controllers
C1 and C2 is highly unbalanced. If we have the capability to
dynamically shrink or enlarge the SDN domains or partitions
through a proper switch migration, we can obtain the new map-
ping between controllers and switches in Figure 2. S2 and S4

are now part of the second domain and controlled by C2. The
new controllers’ load are now:

LC1 = (30)α + (30 + 30)β = 36 units/s.

LC2 = (35 + 20)α + (55 + 20 + 35 + 35 + 20 + 20)β
= 73.5 units/s.

Therefore, we obtained a significant reduction of the controller
load at C1 (63%) compared to a relatively small increase of
the controller load at C2 (11%).

4Here we consider the path computation load, ten times larger than the rules
installation load. In Section VII-C, an automated parameter measurement and
calculation mechanism is presented.

As explained in [5], using real measurements of a pro-
duction datacenter, Benson et al. [6] found that there are
1-2 orders of magnitude difference between peak and median
flow arrival rates at the switch: peak flow arrival rate can be up
to 300M/s with the median rate between 1.5M/s and 10M/s.
Assuming that each controller can manage up to 2M/s as flow
arrival rate, it requires only 1-5 controllers to process the
median load, but 150 for peak load. If we use static mapping,
each controller needs to have the capacity to process the
peak flow arrival (worst-case situation). If we have a dynamic
mapping, the capacity of each controller can be lowered, since
the peak of different partitions (domains) usually will not
occur at the same time due to multiplexing and sharing effect.

Motivated by the above observations, we seek to answer
our key question: how to dynamically select and migrate
switches from the domain of one controller to another to
balance controller load? The answer will largely depend on
the complexity and cost of the switch migration process.

We first develop optimal controller load balancing (OCLB)
problem in SDN multicontroller scenarios, and prove, how-
ever, that it is an NP-Complete problem. We then model
the OCLB problem as a graph partitioning problem and
develop BalCon and BalConPlus: two effective algorithms for
load adaptation among SDN controllers through SDN switch
migrations.

III. MODELING OF CONTROLLER LOAD

BALANCING PROBLEM

A. System Model

The objective of this section is to find an appropriate model
that takes into account the flow arrival dynamics at each
SDN switch and relate them to the computational load at
each SDN controller. We then formalize the Controller Load
Balancing (CLB) problem into an optimization one.

An SDN scenario is composed of a set S of SDN switches,
Si ∈ S, managed by a set C of SDN controllers, Cm ∈ C.
In accordance with prior works, we cannot assume predictable
traffic or well-known traffic patterns among the SDN switches,
but we can monitor the traffic load during runtime. Therefore,
we indicate with fo,Si the current arrival rate of new flows at
SDN switch Si from outside the SDN network, with fSi,o

the current arrival rate of new flows that leave the SDN
network from switch Si, whereas with fSi,Sj we indicate the
current arrival rate of new flows traversing the link between
the two connected SDN switches Si and Sj . In other words,
fSi,Sj represents the current arrival rate of new flows at the
SDN switch Sj coming from SDN switch Si. Referring to
Figure 1 we have: fo,S1 = 30, fo,S2 = 35, fo,S8 = 20,
fS3,o = 30, fS2,o = 20, fS6,o = 35, fS1,S3 = 30, fS2,S5 = 35,
fS4,S2 = 20, fS5,S6 = 35, fS7,S4 = 20, fS8,S7 = 20.

As shown before, the load LCm at controller Cm is com-
posed of three main components: the path computation load of
new flows arriving from outside the SDN network (e.g., green
arrow H1 → S1 and red arrow H2 → S2 in Figure 1); the
path computation load of the flows arriving from another SDN
domains (e.g., blue arrow S7 → S4 in Figure 1); the rule
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installation load at each switch controlled by Cm for all flows
traversing the domain controlled by Cm.

Definition 1: - Path Computation Load for External Flows
- When a batch of flows arrive at Si from outside the network
with a rate of fo,Si , they generate a computational load due
to the path computation at the SDN controller of Si equal to:

K(fo,Si) (1)

Definition 2: - Path Computation Load of flows from Other
SDN Domains - When a batch of flows arrive at Si from Sj ,
a switch controlled by another SDN controller, with a rate
of fSj,Si , they generate a computational load due to the path
computation at the SDN controller of Si equal to:

K(fSj ,Si) (2)

The computational load at SDN controller necessary to per-
form path computation is dependent on the arrival rate of flows
through a function K. The definition of the function K is not
the objective of this work.

Definition 3: - Rules Installation Load - The computational
load at the controller due to rules installation in switch Si is
equal to:

∑

Sj∈S
G(fSi,Sj ) + G(fSi,o) (3)

Equation 3 expresses the amount of flows that are traversing Si

going to other switches or out of the SDN network. Function
G maps the the flow arrival rate at Si to the computational
load at the SDN controller needed for rules installation.

Definition 4: The set of SDN switches controlled by SDN
controller Cm is denoted by Pm.

The set S is then partitioned in |C|-partitions, with Pm ⊂ S,
Pm ∩ Pn = ∅, n �= m.

Definition 5: The overall computational load at SDN Con-
troller Cm (LCm) is computed as:

LCm �
∑

Si∈Pm

K(fo,Si) +
∑

Sj /∈Pm

Si∈Pm

K(fSj ,Si)

+
∑

Si∈Pm
Sj∈S

G(fSi,Sj) +
∑

Si∈Pm

G(fSi,o) (4)

Overloading the SDN controller reduces its responsiveness
and causes a performance degradation since the flows will
experience an unexpected latency.

Definition 6: An SDN controller is overloaded or congested
when its overall computational load is:

LCm > L (5)

where L that indicates the maximum computational load
tolerated at each SDN controller.

When congestion occurs a migration procedure is needed
to reduce overload. In particular, starting from a partition
(P1, . . . ,P|C|) for which at least one controller, Cm, the con-
dition LCm > L holds, we need to find a new partition
(P ′

1, . . .P ′
|C|) such that the SDN controller load LCm ≤

L, Cm ∈ C.

Fig. 3. The SDN network scenario of Figure 1 as graph partitioning problem.

The CLB problem can be expressed as a mathematical
optimization problem which we call the Optimal CLB (OCLB)
problem, and it is defined as follows:

Definition 7: - OCLB Problem.

min
P1,...,P|C|

max
Cm∈C

LCm ;

subject to Pm ∩ Pm = ∅, m �= n;⋃
Pm = S. (6)

B. OCLB as Graph Partitioning Problem

The OCLB problem can be expressed as a partitioning
problem on a graph and the computation of LCm can be
induced directly on the graph. In particular, we represent the
SDN network as a directed edge-weighted and vertex-weighted
graph G(S, E) in which SDN switches are the vertices with
weights l(Si), Si ∈ S and edges E = {(Si, Sj) : Si, Sj ∈
S, l(Si, Sj) > 0}, are the connections among SDN switches.
l(Si, Sj) is the edge weights of (Si, Sj). That is

l(Si) = K(fo,Si) +
∑

Sj∈S
G(fSi,Sj ) + G(fSi,o); (7)

l(Sj , Si) = K(fSj ,Si). (8)

The overall load at Cm, denoted by LCm , is then the sum of
the weights of the vertices belonging to its partition plus the
sum of weights of the edges directed to the partition of Cm.
Specifically:

LCm =
∑

Si∈Pm

l(Si) +
∑

Sj /∈Pm

Si∈Pm

l(Sj, Si). (9)

Note that Equation 9 is just another expression for
Equation 4.

Figure 3 is a representation of Figure 1 as a graph par-
titioning problem. For example, the vertex weight of S1

represent the computational load “brought” by S1 to C1.
In particular l(S1) = 33, which is the sum of K(fo,S1) = 30
(30 flows/s) and the rule installation for the flows going to
S3 G(fS1,S3) = 3.5

5For simplicity here we consider the functions K and G as linear functions
of the rate: K(rate) = rate, G(rate) = rate/10.
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Refering to the same figure we get:

LC1 = l(S1) + l(S2) + l(S3) + l(S4) + l(S7, S4)
= 33 + 40.5 + 3 + 2 + 20 = 98.5 units/s.

LC2 = l(S5) + l(S6) + l(S7) + l(S8) + l(S2, S5)
= 3.5 + 3.5 + 2 + 22 + 35 = 66 units/s.

C. NP-Completeness Proof

We have proved that the OCLB problem is an NP com-
plete problem. Details of the proof are omitted due to
space limitations. The complete proof can be found here:
NP-completeness Proof.6

IV. BALCON ALGORITHM

An optimal SDN switch migration is impractical due to
its computational complexity (i.e., OCLB problem is NP-
complete) and could lead to undesirable excessive switch
migrations. A more practical approach should involve incre-
mental adjustment of the switch partitions, i.e., only a small
number of SDN switches are migrated.

In this section, we propose Balanced Controllers (BalCon),
an algorithmic solution designed to tackle and reduce the
load imbalance among SDN controllers through a proper SDN
switch migration. The key observation behind BalCon is that
an effective switch migration can be based on analysis of
the communication patterns of the SDN switches. The switch
migration should be at the granularity of clusters: switches
with strong connections7 should always be assigned to the
same controller.

BalCon is an heuristic algorithm which operates during the
network runtime and is able to detect and solve congestion at
the SDN controllers through proper SDN switch migrations.
BalCon can be implemented as a northbound application of
the SDN controller (more details are available in Section VII).
BalCon consists of three phases, as summarized below:

1) Monitoring and congestion detection: During the net-
work operation, BalCon continuously monitors the con-
gestion level at each SDN controller. An SDN controller,
Cm, is considered congested when LCm reaches a
predetermined threshold. BalCon then computes a list of
SDN switches that may be migrated. The list is ordered
by a priority computed using a pre-determined metric.
For example, the SDN switches that are observing a
rapid increase of new flows could get high priority since
they could rapidly overload the SDN controller with
packet-ins.

2) Clustering and migration evaluation: Starting from the
SDN switches in the priority list, BalCon analyzes the
traffic pattern among SDN switches to find clusters of
heavily connected switches (discussed below).

3) Cluster migration: When the best cluster is found and
the migration is evaluated, the SDN switches belonging
to the cluster are migrated to the new SDN controller.

6https://marcocello.github.io/pubs/IC2E2017-BalCon-Proof.pdf
7We consider the relative density of the cluster [11].

Algorithm 1 BalCon

Input: Edge- and node-weighted graphs G(S, E),
congested SDN controller Cm;

1 Pm: set of SDN switches controlled by the congested
SDN controller Cm;

2 A = ComputeStartingSwitchesList(Cm)
3 foreach Si ∈ A do
4 T = {Si};
5 alternatives =

alternatives∪ComputeMigrationAlternatives(T );
6 while 1 do
7 newT = IncreaseCluster(T );
8 if size(T ) > mcs‖ newT = T then
9 break;

10 T = newT ;
11 alternatives = alternatives ∪

ComputeMigrationAlternatives(T );

12 [T 0, Target SDN controllero] ←
EvaluateMigrationAlternatives(alternatives);

The algorithm we propose is substantially based on the
iteration of three functions: IncreaseCluster in which the
cluster is expanded; ComputeMigrationAlternatives in
which the migrations to different target SDN controllers of
the selected cluster are evaluated (producing the “migration
alternatives” or simply called “alternatives” in the sequel);
Evaluate-BestMigrationAlternative in which given a list
of alternatives, the best alternative (based on some criteria
described in the following) is computed. The algorithm is
shown in Algorithm 1.

From the set Pm (SDN switches controlled by the con-
gested SDN controller Cm), the algorithm extracts a sub-
set list A (StartingSwitch List) that contains the starting
nodes used for the cluster construction (line 2). A could be
computed, for example, by looking for the SDN switches
that have a significant increase in flow arrival rate. The
first SDN switch belonging to A is selected and inserted
in the empty cluster T (Line 4). The migration alterna-
tives of the SDN switches belonging to T are computed
through ComputeMigrationAlternatives. The algorithm,
subsequently, executes a while loop in which the cluster
is continuously enlarged with the IncreaseCluster func-
tion and evaluated with the function ComputeMigration-
Alternatives. The algorithm halts when one of the two
stop conditions are met: the cluster reaches a predetermined
size mcs (max cluster size), i.e., size(T ) > mcs, or the
increased cluster is equal to the old one (newT = T ). The
next switch in A is then selected and inserted in an empty
cluster T . When the mssls (max starting switch list size)
is reached, all the migration alternatives are evaluated using
the AlternativeEvaluation function. The best alternative
composed by T 0 (the cluster) and the target SDN controller
(the controller that will receive T 0) are chosen and the
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migration can occur. In the following we will give a detailed
explanation of the aforementioned functions.

1 function ComputeMigrationAlternatives (T );
2 foreach SDN controller Ci do
3 “virtual” migrate cluster T to SDN controller Ci;
4 if LCi < L then
5 compute LCn , ∀Cn ∈ C;
6 compute migrationSize for this new

configuration;
7 save them in lastAlternatives

8 return lastAlternatives

ComputeMigrationAlternatives “virtual” migrates clus-
ter T to different SDN controller destinations. For each
controller, it computes the controller load and the migration
size. Table I shows a possible output of ComputeMigration-
Alternatives routine in a scenario with 60 switches and
5 controllers, when T = {S1,S2,S56}. For SDN controller Ci,
the function migrates T to SDN controller Ci (Line 3),
computing the new computational load at each SDN controller
(Line 5) and the migration cost migrationSize (Line 6)
defined as the number of switches that need to be migrated.

1 function IncreaseCluster(T );

2 neighborsT = ComputeNeighborsOfCluster(T );
3 foreach Si ∈ neighborsT do
4 newT = T ∪ Si;
5 savedDensities = [savedDensities; Si,

Density(newT )];

6 So
i = argmaxsavedDensitiesDensity(newT ) ;

7 return T ∪ So
i ;

Starting from the cluster T , the function constructs the set
neighborsT composed of all SDN switches that are neighbors
to T . An SDN switch Si is a neighbor of T if ∃Sj ∈ T :
l(Si, Sj) �= 0, l(Sj, Si) �= 0. The function then selects the
neighbor that maximizes the relative density Density [11] of
the newly created cluster. The rationale behind this relative
density maximization is that only SDN switches with strong
connections should be grouped into the same cluster. The
cluster will then be migrated between controllers as a whole
to reduce the overall computation complexity of controllers.

Definition 8: Relative density is the ratio of the internal
degree to the number of incident edges, i.e.,

Density(T ) =

∑
Si,Sj∈T
Si �=Sj

l(Si, Sj)

∑
Si,Sj∈T
Si �=Sj

l(Si, Sj) +
∑

Si∈T
Sj∈S\T

l(Si, Sj)
(10)

Given the alternatives vector, EvaluateMigration
Alternatives chooses the best alternative ([T o,Target SDN

TABLE I

EXAMPLE OF Alternatives CARRIED OUT BY BALCON ALGORITHM
IN A TOPOLOGY WITH 60 SWITCHES, 5 CONTROLLERS AND

A CLUSTER T = {S1 , S2 , S56}

controllero]) among them, that optimizes one of the following
Evaluation-Method:

minMax - Minimize the maximum controllers load:

argmin
alternatives

(
max [LC1 , . . . , LC|C| ]

)
(11)

minSum - Minimize the sum of controllers load:

argmin
alternatives

∑

Cm∈C
LCm (12)

integral - Maximize the distance from the controllers load
configuration in case of congestion:

argmax
alternatives

D([LC1 , . . . , LC|C| ], [L̂C1 , . . . , L̂C|C| ]) (13)

with [L̂C1 , . . . , L̂C|C| ] the vector of controllers load when
congestion appears just before BalCon, and function D(u, v)
defined as follow:

D(u, v) =
∑

i

∫ vi

ui

x2dx (14)

V. MIGRATION BLACKOUT AND BALCONPLUS

A. Migration Blackout

Migrating switches among controllers dynamically based on
the controllers’ load can balance their loads so as to relief
congestion. However, during the migration, some switches
may not be able to handle new connections timely, which is
called the migration blackout [5], [7].

Dixit et al. [5], [7] presented a switch migration protocol
that can safely migrate switches between two controllers with-
out violating the liveness, safety, and serializability properties.

The migration protocol is explained in Figure 4, where a
switch is migrated from controller 1 to controller 2 in four
phases.

In phase 1, controller 1 sends a Start Migration message to
controller 2, which upon receiving the message will change
its role to equal, meaning that it can now receive messages
from the switch, but can not process them. Controller 2 will
then immediately send a Ready for migration to controller 1,
which completes phase 1.
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Fig. 4. Protocol for migrating a switch from a controller to another.

In phase 2, controller 1 will first send state info of the switch
to controller 2 to enable it to take over from where controller 1
left after the migration. At the same time (in parallel to the
state info transmission), controller 1 will install an dummy
flow entry to the switch and delete it afterwards. The purpose
of doing this is to trigger a dummy flow deletion reply
from the switch, which is sent to both controllers to signal
them a migration event. After this event, all processing and
decision-making will be the responsibility of controller 2 while
controller 1 will ignore any messages from the switch. This
concludes phase 2.

In phase 3, although controller 2 possesses the control of
the switch, it cannot install any flow entries to the switch
yet. This is because there might be outstanding tasks being
processed by the controller 1. Controller 2 needs to wait until
the completion of these outstanding tasks and the installation
of corresponding flow entries before it can install flow entries
to the switch. Meanwhile, all messages received by controller 2
will be buffered. Once finishing all outstanding tasks, con-
troller 1 will ensure that the corresponding flow entries are
successfully installed in the switch by sending a barrier request
to the switch to flush all outstanding flow-mod messages. After
receiving the barrier reply from the switch, controller 1 needs
to send all modified state info since the beginning of phase 2
to controller 2 and ends the entire migration procedure by
sending out an End migration message.

In phase 4, controller 1 changes its role to slave and
controller 2 changes its to master. All messages buffered at
controller 2 in phase 3 can now be processed.

Based on the above migration procedure, we can see that
there is a migration blackout period equal to the length of
phase 3. In this period, packet-in messages from the switch
cannot be immediately processed by controller 2, which may

defer connection setup for new flows. Our prototype shows
the blackout period can be as large as 370ms (details are in
Section VII-E), which is larger than the value 50 ∼ 100ms
reported in [5] and [7]. This larger blackout period is due to
the fact that the controller that is releasing the control of a
switch is severely overloaded. Thus, the processing is slower
as opposed to an idle controller.

The 370ms blackout time is apparently too large, especially
for applications in datacenters, which usually require latency
in tens of μs. However, as pointed out in [5] and [7],
if serializability property is not required (i.e., messages from
the switch can be processed out-of-order), this blackout period
can be removed and the setup of new connections will not
experience extra latency. BalCon is good for such cases.

If the network requires the serializability property, switch
migration based on BalCon may cause temporary service dis-
ruption. To address this issue, we propose an improved version
of BalCon, named BalConPlus, to avoid service disruption
during the migration.

B. BalConPlus

The main idea of BalConPlus is to temporarily steer newly
arriving flows away from switches that are to be migrated
so their flow setup will not be affected by the migration.
To achieve this goal, BalConPlus makes two changes to the
baseline BalCon.

(1) The first change applies when BalCon selects which
switch(es) to migrate. In order to ensure that there is
always an alternative path bypassing the switches to be
migrated, BalConPlus adds a new constraint to the selec-
tion of migrating switches: the (hypothetical) removal of
the selected switches should not break network connec-
tivity. This change only requires slight modification of
ComputeStartingSwitchesList and IncreaseCluster in
Algorithm 1. When preparing a list of individual SDN switches
that could be migrated in ComputeStartingSwitchesList,
we exclude those that could cause the network disjointed
if they were removed from the network. Consider the net-
work in Figure 1, all switches could be considered in
ComputeStartingSwitchesList because removing any sin-
gle one of them will not break network connectivity. When
we gradually augment the set of candidate migrating switches
in IncreaseCluster, we exclude those that could break the
network if they were removed. Consider the same example
in Figure 1, S5 and S7 cannot be selected at the same time
for migration, because removing them from the network will
divide the network into two parts. However, S5 or S7 can be
migrated individually because removing either one of them
will not break the network.

(2) The second change applies when BalCon conducts
routing computation for new flows arrived in the middle of
a migration. BalConPlus will steer new flows to the paths
bypassing the migrating switches. This may slightly increase
the hop count of the forwarding path of some flows; but as
compared to the hundreds of ms migration blackout period,
the slightly larger forwarding delay due to a longer path
becomes insignificant. Once the migration completes, new
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TABLE II

COMPARISON OF BALCON AND BALCONPLUS

flows will be routed on their best paths. Consider the example
in Figure 1, if we want to migrate S5 from controller C2 to
C1, new flows from H2 to H6 during the switch migration
should be routed to a different path (such as H2 → S2 →
S4→ S7→ S6→ H6 ) to bypass S5.

It is noted that based on the above two changes, BalConPlus
will not select edge switches for migration (i.e., those directly
connected to hosts). Because if an edge switch is selected for
migration, its connected hosts will inevitably be disconnected
from the network and lead to temporary service disruption.
With the example in Figure 1, switch S2 should not be selected
for migration, because it will temporarily disconnect host
H2 from the network during the migration blackout period.

Here we call switches that are not directly connected to
hosts core switches. In many network topologies, such as
FatTree topology in datacenter networks, we usually have
more core switches than edge switches in the scale-out struc-
ture. Thus, migrating core switches provides enough flexibility
to adjust workload among the controllers.

C. BalCon Vs. BalConPlus

Table II provides a comparison between BalCon and
BalConPlus.

VI. PERFORMANCE EVALUATION WITH SIMULATIONS

BalCon and BalConPlus have been implemented using
Matlab R2015a 64bit for Linux. The simulations has
been carried out using a PC equipped with an Intel
Core i5-3340@3.10 GHz with 8 GB of 1600 MHz
DDR3 RAM and an OS Linux Mint 17. Both schemes have
similar simulation results and due to lack of space we only
present the simulation results for BalCon. The performance of
BalConPlus and comparison between BalCon and BalConPlus
will be presented in Section VII based on prototype testbed
we build.

A. Dynamic Scenario–Effectiveness of BalCon

Here we fix BalCon parameters (mcs, mssls and
EvaluationMethod) and evolve the network over time in
order to show the effectiveness of BalCon during a (simulated)
runtime network operation. We simulated 4 different network
topologies shown in Table III, varying the degree in which
edge-core (dEC) and core-core (dCC) nodes are connected.
In particular, dEC represents the number of connections that
each edge node has towards core nodes, while each dCC rep-
resents the number of connections each core node has towards

TABLE III

TOPOLOGIES SIMULATED FOR PERFORMANCE ANALYSIS

Fig. 5. Example of network topology with 9 edge nodes (in blue), 5 core
nodes (in gray), 3 controllers, dEC = 1 and dCC = full mesh.

other core nodes. To perform Dynamic Scenario simulations
we implemented a routine that generates flow arrivals and
departures at edge nodes following a Poisson process. For
each topology presented, we run 200 different simulations with
different seeds of the Poisson process generator. Each run sim-
ulates 2000s of network runtime operation. BalCon has been
setup using a starting switch list size mssls = 20 and a max-
imum cluster size mcs = 20 using Equation 13 (Integral) as
EvaluationMethod in EvaluateMigrationAlternatives.

Figure 5 shows a topology composed of 9 edge nodes
(in blue), 5 core nodes (in gray), and 3 controllers. dEC = 1
indicates that each edge node is connected to a single core
node, while dCC = full mesh since the core nodes form a
full mesh network.

Figure 6 shows the computational load of 5 controllers
(0 means no congestion at all, while 100 indicates overload)
during the simulation of Topology1. The green line represents
the congestion level of controller C5. As soon as it reaches
the threshold L = 90, BalCon is triggered using the starting
switch list size swlsm = 20 and the maximum cluster size
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Fig. 6. Computational load of 5 controllers during Dynamic Scenario and the
effect of BalCon algorithm in simulations with Topology1 and seed = 1.
The blue line is LC1 , the red line is LC2 , the yellow line is LC3 , the violet
line is LC4 and the green line is LC5 .

Fig. 7. Comparison of the computational load between a static assigne-
ment (a) and BalCon (b) in Dynamic scenario with Topology3.

msc = 20. The different routines of BalCon are indicated with
black dotted ellipse.

BalCon performs well: the maximum computational load
during the 4 BalCon instances is reduced on average by 15%,
with an average of 2.4 switches migrated in each routine. The
computational time is 0.69s. The variance of the computational
load is reduced at each routine on average by 66%. In this
case BalCon can effectively balance the computational load
and solve the overloading problem at the controller with few
switch migrations.

Figure 7 clearly shows the performance advantage of
BalCon algorithm compared to the static assignment of the
switches to the controller using the same traffic pattern.
Figure 7(a) shows the computational load of the 5 con-
trollers without load balancing, i.e., static assignment, while
Figure 7(b) is the case in which BalCon is implemented. As we
observe, BalCon maintains the controllers’ load below the
threshold during runtime, whereas in the static assignment case
the congestion load exceeds the threshold (90) by 50%. Other
settings with different topologies in Table III show similar
results as Figure 7.

B. Static Scenario

In Static Scenario simulations set we fix the time instant
(when congestion occurs) and we vary BalCon parameters
in order to show how the parameters affect BalCon’s perfor-
mance. We varied mssls, mcs and the method for Evaluate-
MigrationAlternatives function. We simulated 4 different
network topologies shown in Table III. For each topology
we synthetically generated 500 different “congestion traffic
configurations” in which one controllers is congested. For
each congestion traffic configuration we run several instances
of BalCon algorithm varying mssls = {3, 5, 10, 20} and
mcs = {3, 5, 10, 20}.

For each simulation, we evaluated different performance
indicators. Let LC = [LC1, . . . ] the vector denote the con-
trollers’ load, LC

con the controllers’ load when congestion
appears just before the application of BalCon and LC

bal the
loads after BalCon routine.

Definition 9: Let the congested controller
C∗

m = argmax LC
con and the congested controller load

LC
con(C∗

m). We define the Reduction Congested Controller
Load (%) as:

LC
bal(C∗

m)−LC
con(C∗

m)
LC

con(C∗
m)

· 100. (15)

Definition 10: Reduction Max Controller Load (%)

maxLC
bal −maxLC

con

maxLC
con · 100 (16)

Definition 11: Reduction Sum Controller Load (%)
∑

LC
bal −

∑
LC

con

∑
LC

con · 100 (17)

Definition 12: Reduction Variance Load (%)

V ar(LC
bal)− V ar(LC

con)
V ar(LC

con)
· 100 (18)

Figure 8 shows the performance of different versions
of BalCon by varying mssls and mcs using Topology1
and minMax as EvaluationMethod. In the first instance,
we consider the black bars, representing the choice of para-
meters [mssls, mcs] = [3, 3]. We observe a reduction of the
congested controller load by 12.55% (Figure 8(a)), a reduc-
tion of the max controllers load by 11.32% (Figure 8(b)),
an almost negligible reduction of the sum of the controllers
load (Figure 8(c)), a 47.10% of the reduction of the variance
(Figure 8(d)). We also observe that we obtain an average
migration size of 1.37 switches (Figure 8(e)) and an average
BalCon computation time of 0.13s (Figure 8(f)). Considering
now the other bars, we note that the performance is highly
dependent on the parameters. If we have a larger mssls and
mcs, we can increase the search space of the possible solutions
of BalCon. This translates to better performance. In fact, if we
consider the case [mssls, mcs] = [20, 20], we observe a
significant increase of the performance indicators described
before.

With large values of mssls and mcs, we can observe a small
increase of the migration size (from 1.37 to 2.05). BalCon is
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Fig. 8. Performance of different version of BalCon varying mssls and mcs
using Topology1.

quite fast, in fact the computation time is lower than 1s (0.84s)
with higher values of mssls, and mcs. As we observe, BalCon
is highly efficient with low computation time and few switch
migrations needed.

VII. PROTOTYPE OF BALCON AND BALCONPLUS

AND EXPERIMENTAL RESULTS

In this section, we present further details on how we
designed and implemented BalConController by modifying
and adding components to RYU controller [8].

A. Design

BalConController architecture can be implemented through
a NorthBound application of the SDN controller and run in a
distributed fashion: only the congested controller will activate
the BalCon routine based on an updated map of the network.
In particular Figure 9 shows the modules involved in the
BalConController and their relationship with existing modules
in an SDN controller.

Graph Network Manager is the entity that gathers both
flow arrival statistics from Flow Stats Manager entity and
routing decisions from Routing Manager entity in order to
construct and update the local version of the graph represen-
tation G(S, E). G(S, E) is then continuously updated ([graph
network updates]) with the other SDN controllers. BalCon,
using the updated information in the local graph, computes
the computational load and the migration cluster in case
of congestion through the BalCon Algorithm entity. In case
of migration BalCon Algorithm informs Migration Manager
entity for the local migrations and other controllers for the
other migrations.

Fig. 9. BalConController architecture.

Fig. 10. Architecture of the experimental environment.

BalConController extends RYU functionalities, by sup-
porting the multicontroller features: it can run on multiple
instances on different hosts/networks (each controller has an
IP address) and each instance manages a portion of the
entire network. It also implements a homemade inter-controller
messaging through UDP sockets and a custom application
protocol in Python. The inter-controller messaging permits the
controllers to exchange themselves different kind of informa-
tion like among Graph Network Manager entities (e.g., traffic
updates) and Migration Manager entities (e.g., switches to be
migrated). A more reliable solution could be the use of dis-
tributed data store like Zookeeper or Hazelcast [7]. Migration
Manager module implements the switch migration procedure
proposed in [5] that guarantees liveness and safety for each
switch migration. Finally, BalConController fully implements
the BalCon algorithm that can run indipendently in each SDN
controller based on the unified view of the entire network
continuously updated.

B. Experiment Setting

We use two workstations to setup our testbed for
experiments: Workstation 1 and Workstation 2, as shown
in Figure 10. Workstation 1 with Intel Xeon Processor
X5650 and CentOS 7 is mainly for measuring the hardware
performance for Controller 4. Developed as a multi-thread Ryu
application, Controller 4 executes directly on Workstation 1 for
performance measurement. By separating it on an independent



XU et al.: DYNAMIC SWITCH MIGRATION IN DISTRIBUTED SDNs 525

Fig. 11. Logical network topology used in the experiment.

Fig. 12. Evaluation of controller load model accuracy.

machine, the overhead of virtualization [12] and scheduling
of operation system can be eliminated. Therefore, the perfor-
mance, including CPU loads and path-calculating time, can be
accurately and directly measured on the hardware.

On the other hand, Workstation 2 with Intel Xeon CPU
E5-2620 v4 and Windows Server 2016 Datacenter is mainly
for emulating the other three controllers and the data plane,
which runs in Mininet. The three controllers and Mininet run
on four independent virtual machines (VMs). The VM of
the mininet is set to have 16GB memory and 12 processors,
while VMs of three controllers each has 8GB memory and
4 processors. These VMs run Ubuntu 16.04 and are bridged
together with the physical network interface to connect to
Controller 4.

The logical network topology used in our experiment is
shown in Figure 11, which has 11 hosts and 16 switches
emulated in Mininet. Each controller initially controls four
switches. For example, Controller 2 controls S5, S6, S7 and
S8 in the beginning. We will observe the migration of these
switches between controllers to evaluate the functionality
correctness of BalCon and BalConPlus. In the following
experiments, the threshold used at each controller to trigger
switch migration is set as 60% of CPU load.

C. Automated Parameter Measurement

The operation of BalCon and BalConPlus requires knowing
values of α and β, based on which expected controller load
for each candidate of migration can be calculated. Here we
propose an automated method to measure α and β.

The load of a controller can be described by the following
equation.

Lc = packet_in_rate ∗ α + rule_installation_rate ∗ β + δ

(19)

Fig. 13. Control load balancing achieved by BalConPlus under synthetic
traffic.

where δ is the base (background) workload running in
the controller. In the equation, Lc, packet_in_rate and
rule_installation_rate can be measured in real-time by the
controller. The three variables, α, β, and δ can be calculated if
we can get three instances of this equation. In our experiment,
we collect three combinations of Lc, packet_in_rate and
rule_installation_rate at three random selected moments
and solve α, β, and δ. These calculated paramenters are
applied in BalCon and BalConPlus for controller load model-
ing and prediction.

Figure 12 shows the measured controller load (i.e., directly
pull the load from CPU) vs. calculated load (i.e., calculated
load based on solved α, β, δ and measured packet_in_rate
and rule_installation using Equation 19). In the figure,
the gray curve represents the measured instantaneous con-
troller load, which frustrates greatly. To get stable α, β and
δ values, we use the 16-sample moving average load to solve
them. The measured moving average load is shown in the
dotted black curve. The calculated load is shown in solid black
curve. We can see that even though the real CPU load does not
exactly match our model due to the possible effects mentioned
in [13], the trend is close enough for BalCon and BalConPlus
to predict the controller load. In our experiment, the values of
α, β, and δ are recalculated periodically since they may vary
over time.

D. Controller Load Balance

Firstly, we observe the CPU load balancing achieved by
BalConPlus (BalCon achieves similar balance results, and due
to lack of space we only present the experiment results of
BalConPlus). We conduct the experiments using both synthetic
traffic and real-life data center traffic traces.

1) Synthetic Traffic: We first generate new flows at constant
rate from host h1 to h10 on path (h1 → s1 → s7 →
s10 → s14 → h10). It is easy to see that the loads on
the four controllers are roughly similar. Then, we gradually
increase the flow generating rate from host h4 to h5 from 0 to
a point that Controller 2 will start to be congested. Then
switch 7 will be migrated by BalConPlus (BalCon as well)
to either Controller 1 or Controller 3.

The experiment result is shown in Figure 13. From
timestamp 273, we start to increase the flow generating
rate between h4 and h5. At timestamp 536, BalConPlus is
triggered, and switch s7 is migrated from Controller 2 to
Controller 1. The load at Controller 2 drops significantly, while
the load of Controller 1 only increases slightly. This shows
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Fig. 14. Control load balancing achieved by BalConPlus under real-life data
center traffic.

that the overall controller load can be decreased due to the
switch clustering effect based on our model. The loads of four
controllers are shown to be balanced.

Then we gradually increase the flow generating rate from
host h6 to h11 from 0 to a point that Controller 3 starts to be
congested. In the experiment, switch 10 will be migrated by
BalConPlus (BalCon as well) to Controller 1. At time stamp
1168 in Figure 13, BalConPlus is triggered, and CPU load of
Controller 3 is reduced to below the threshold. The reason
why CPU load are not perfectly balanced among the four
controllers is because of the potential increment of the overall
CPU load if doing so. In this case, BalConPlus chooses the
migration candidate that will not increase too much of the
overall CPU load while reducing the load of Controller 3.

2) Real-Life Data Center Traffic Trace: We have collected
real-life traffic trace on a backbone link from a data cen-
ter operated by New York City Department of Education.
We randomly select three trunks from the trace with each
trunk lasting for 10 minutes and feed them to the three host
pairs (h1 → h10, h4 → h5, and h6 → h11) in the topology
in Figure 11.

The experiment result is shown in Figure 14. At timestamp
466 (1st migration), BalConPlus is triggered, and switch 11 is
migrated from Controller 3 to Controller 2. The load at
Controller 3 drops and the load at Controller 2 increases.
At timestamp 506 (2nd migration), BalConPlus is trig-
gered again, and switch 6 is migrated from Controller 2 to
Controller 1. The load at Controller 2 drops significantly and
the load at Controller 1 increases slightly. This shows that
the overall controller load can be decreased due to the switch
clustering effect based on our model. The loads at the four
controllers start to grow at timestamp 607. At timestamp 743
(3rd migration), BalConPlus is triggered, and switch 8 is
migrated from Controller 2 to Controller 4. The load at
Controller 2 drops and the load at Controller 4 increases. The
loads of four controllers are shown to be balanced.

E. BalCon Vs BalConPlus on Packet-In Response Time

As compared to the baseline BalCon, the response
delay caused by switch migration blackout is eliminated in
BalConPlus, which will find an alternative path without pass-
ing through the migrating switches. To compare the packet-in
response time in BalCon and BalConPlus, we measure the
delay from the moment that a packet-in is received by a
controller to the moment that corresponding flow-mod is sent
out to the switch.

We first measure the response time of Controller 4 dur-
ing a migration when new flows’ route passes the migrat-
ing switch. Given Controller 4 is running on a dedicated
server, we are able to measure very accurate delay, which is
around 370 ms. The measure on Controller 1 ∼ 3, however,
is difficult, because these controllers are running in VMs that
share the same physical workstation with the VM running
Mininet. The virtualization of VMs and Mininet and schedul-
ing of OS introduce huge disturbance on the measurement
delay by as much as 3 seconds, which is too large and drowns
the delay of migration blackout. The similar delay disturbance
of Mininet has also been observed and reported in [14].

In order to show the effect of migration blackout on
Controllers 1 ∼ 3 with disturbance introduced by virtual-
ization and OS scheduling, we purposely enlarge the length
of switch migration blackout (i.e., phase 3 in Figure 4) to
10 seconds. The result is shown in Figure 15, where the
x-axis is the index of each packet-in, and the y-axis is the
response time of the packet-in request. Figure 15(a) shows that
many packet-in requests in BalCon suffer from large response
delay due to two migrations occurred at Controller 1 and
Controller 4, and one migration occurred at Controller 3.
In Figure 15(a), Controller 2 has lower packet-in arrival rate,
so less packet-in requests suffer from the extra delay com-
paring to controllers 1 or 3. On the other hand, Figure 15(b)
shows the packet-in response time of BalConPlus. We can see
that none of packet-in requests suffers from the response delay
even though we have two migrations occurred at Controller 1
and three migrations occurred at Controller 4 during the
experiment.

VIII. RELATED WORKS

References [15]–[18] propose multi-threaded design
and parallelization techniques of OS processes in the
SDN controller. Mallon et al. [19] propose a rethinking of the
design of the SDN controllers into a lower level software that
leverages both operating system optimizations and modern
hardware features. Renart et al. [20] mitigate the scalability
problem of the SDN controller by offloading all the packet
inspection and creation to the GPU. References [21]–[27]
study the controller placement and QoS enforcement for SDN
in 5G and carrier networks.

Other works have also explored the implementation of
distributed controllers through the using of multiple hosts: with
different roles [28]–[30] or with equal roles [2]–[4]. The main
focus of these papers is to address the state consistency issue
across distributed controller instances, while preserving good
performance. Whereas [31]–[33] focus on the controller place-
ment problem minimizing the communication delay between
controllers and switches. Current existing distributed controller
solutions still suffer from the static mapping between SDN
switches and controllers, limiting the capability of dynamic
load adaptation. Dixit et al. [5], [7] propose an elastic distrib-
uted controller architecture able to force migration of SDN
switches to different controllers using the existing OpenFlow
standard, whereas Bari et al. [34] try to model the problem of
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Fig. 15. Packet-in Response time of BalCon and BalConPlus when there is switch migration blackout.

switch-controller assignment, minimizing the communication
cost (in terms of hops) among controllers and switches.

Shah et al. [35] propose an SDN controller framework
named Cuttlefish that can adaptively offload a portion
of the application state to local controllers to achieve
higher throughput and lower latency on control plane.
Wang et al. [36] propose a new routing scheme to achieve both
controller load balance and link load balancing in an SDN.
Wang et al. [37], [38] propose a dynamic SDN controller
assignment scheme in data center networks with a goal to
balance the controller load while keeping the control traf-
fic overhead low. However, their model only considers the
controller load caused by flow request processing but ignores
the load for handling rule installation. They also don’t con-
sider the overhead incurred in switch migration. To overcome
the switch migration overhead, Huang et al. [39] propose
BLAC, a scheduling layer, between switches and controllers.
BLAC intercepts flow requests from switches and dispatches
them to different controllers to achieve controller balance.
Unfortunately, the scheme doesn’t consider the impact of
switch/controller location to the performance and the new
scheduling layer introduced will increase the communication
latency between switches and controllers. Muthanna et al. [40]
present a dynamic clustering algorithm to balance the load
among the distributed controllers in the SDN network. How-
ever, the scheme doesn’t consider the overhead involved in the
switch migration and the evaluation is solely based on Matlab
simulation.

IX. CONCLUSIONS

In this paper, we presented BalCon and BalConPlus, two
SDN switch migration schemes to achieve load balance among
SDN controllers with small migration cost. BalCon is suit-
able for scenarios where the network does not require serial
processing of switch requests. For other scenarios, BalConPlus
is more suitable, as it is immune to the switch migration
blackout and does not cause any service disruption. Both
schemes have been thoroughly evaluated with simulations

and experiments. The results demonstrate the practicality and
effectiveness of both schemes to achieve SDN controller
load balance. In our future work, we plan to extend the
implementation of BalCon and BalConPlus to other SDN
controller platforms such as OpenDayLight to study the impact
of controller platforms to the performance of BalCon and
BalConPlus.
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