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E-CGR: Energy-Aware Contact Graph Routing
Over Nanosatellite Networks
Mario Marchese , Senior Member, IEEE, and Fabio Patrone

Abstract—Satellite constellations are envisioned as meaningful
transport networks to forward data throughout the world, both as
a solution for areas where there are no other telecommunication
infrastructures or as a backup solution to support the terrestrial
network. Low Earth Orbit (LEO) satellites are the most appeal-
ing for this purpose due to the achievable performance keeping
low design and deployment costs. Mega-constellation made of
thousands of small LEO satellites are planned to be employed
to cover the entire Earth’s surface. However, smaller is the size
and weight of satellites, higher are the technological challenges
and stricter are the hardware constraints which affect the data
forwarding process and have to be taken into account. Energy is
one of them. Telecommunication hardware energy consumption
is considerable, especially in case of high traffic volumes, while
energy storage capacity and battery recharge rate are limited due
to the small battery size and solar panel surface area, respec-
tively. In this paper, we propose a novel energy-aware routing
algorithm based on the Contact Graph Routing (CGR) called
E-CGR. E-CGR exploits static and known a priori information
about contacts to compute routing paths from sources to desti-
nations which are then “validated” and “confirmed” from the
energy viewpoint.

Index Terms—DTN, nanosatellite communications, remote
areas connection, satellite networks.

I. INTRODUCTION

AWARENESS of nanosatellites’ energy capacity is crucial
for the practical development of satellite communication

(SatCom) networks. New classes of small satellites, called
micro-, nano-, and pico-satellites, are increasingly catching our
attention [1]. Their size and, consequently, cost are decreas-
ing, allowing more entities to gain access to space. These small
Low Earth Orbit (LEO) satellites are mainly designed for spe-
cific and short-term missions and are appealing due to their
low cost and fast design time. Their wide deployment can also
foster the foreseen integration between satellite networks and
terrestrial infrastructures as part of an overall communication
network in the forthcoming next generation of mobile commu-
nications (5G). Pursuing this opportunity, some industries are
studying and planning the deployment of swarms or constella-
tions of small satellites for specific application scenarios. For
example, Eutelsat is planning to deploy a LEO nanosatellite
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constellation called Eutelsat LEO for Objects (ELO) dedicated
to the Internet of Things (IoT) applications [2]. In this futur-
istic and realistic vision, satellites will forward data from one
area to another acting as “routers in space”, helping increase
coverage, reliability, and availability, which are important 5G
Key Performance Indicators (KPIs) [3]. However, there are dif-
ferent constraints which hinder the satellite operations, due to
the more challenging environment, the physical unreachabil-
ity after deployment, and the peculiar used technology. Some
specific constraints are stricter as the satellite size decreases,
such as data storage capacity and available energy. Energy
awareness is crucial for the practical development of SatCom
networks in order to guarantee a minimum performance level.
Data transmission and reception require an amount of energy
which considerably impacts the satellite energy budget and
has to be properly allocated [4]. Energy-aware communication
strategies can contribute to increase throughput and satellite
lifetime [5].

Possible routing paths between sources and destinations
over satellite networks may include links which are not all
active at the same time. Small LEO satellites may not be able
to transmit data for long times due to the lack of connec-
tivity with ground stations or to missing inter-satellite links.
Besides, a satellite-terrestrial network is heterogeneous and
the involved links are often based on different technologies
and communication protocols, such as standard terrestrial pro-
tocols (TCP/UDP, IP, . . .) or satellite-dedicated ones [6]. To
tackle these two aspects, intermediate nodes (both satellites
and ground stations) must have the ability to store data in
their buffers for long times and communicate through het-
erogeneous network portions. This aim can be achieved by
employing the Delay and Disruption Tolerant Networking
(DTN) paradigm [7] that introduces an overlay layer, called
Bundle Layer (BL), between application and lower layers and
implements a protocol, called Bundle Protocol (BP) [8]. Nodes
equipped with DTN can store data until the next transmission
link (called contact in the DTN environment) is available,
so increasing the robustness against predictable and unpre-
dictable link disruptions and long delays, and can also act
as Relay Nodes to join heterogeneous portions [9]. On the
other hand, small satellites have limited energy storage capac-
ity and recharge rate, if compared to standard LEO satellites,
which can hinder the transmission of stored data for long
time intervals. Smart routing strategies which help reduce data
delivery time and take into consideration the strict resource
constraints are crucial to allow users to receive data under
given Quality of Service (QoS) requirements.
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We propose an energy-aware routing algorithm for
DTN-based nanosatellite networks which allows better man-
agement of the nanosatellites’ available energy and assures
continuous functionality with an improvement in performance.
The proposed algorithm, called E-CGR, is based on the
Contact Graph Routing (CGR) algorithm [10], widely
employed in DTN networks where there is an a priori knowl-
edge about future contacts among nodes, as typical in satellite
networks [9]. E-CGR allows satellites to upload data packets
only if they will be able to download them to their next hops,
i.e., only if the estimated values of satellite available energy
in the time instant when they have to forward the data are
greater than the energy required for the transmission.

The paper is structured as follows: possible solutions to
the routing challenge in satellite networks focusing on energy
aspects and DTN paradigm are provided in Section II. The
reference DTN-based nanosatellite scenario and network archi-
tecture are described in Section III, followed by a detailed
description of the considered satellite energy model and of
the proposed energy-aware routing algorithm (E-CGR) in
Section IV. Section V includes some details about the imple-
mented simulation platforms, the performance analysis carried
out to quantify the improved performance of E-CGR compared
to the standard CGR, to assess the computational complex-
ity and time of the proposed algorithm, and to test how the
obtained performance are affected by the satellite’s available
energy estimation. Conclusions are drawn in Section VI.

II. RELATED WORKS

A. Energy-Efficient Routing in Satellite Networks

Since satellites have to operate in a very challenging envi-
ronment and are almost unreachable after deployment, all
satellite’s subsystems have to be designed to keep operating
for a long time (years) without physical maintenance. As a
consequence, available resources have to be efficiently man-
aged because are limited, irreplaceable, or slowly rechargeable.
Energy is one of these resources and its consumption in
telecommunication hardware components is very critical in
most cases. For this reason, energy efficiency strategies have
been extensively investigated in the literature for SatCom
networks [11] and are also one of the main concern in the
development of the next-generation hybrid satellite/terrestrial
networks which will be integrated in the upcoming 5G terres-
trial infrastructure [12]–[15].

Routing strategies should be defined by considering energy
efficiency as a crucial aspect. Several studies have already
been performed with this aim. Reference [16] proposes a
satellite power model and three routing algorithms focusing
on prolonging satellite lifetime by minimizing the battery
recharge/discharge cycle number and exploiting node sleep
mode strategies. A method based on Multi-power Level Multi-
Transmission (MLMT) Space-Time Graph is proposed in [17]
to reduce the energy consumption for broadcast communi-
cations: a heuristic algorithm finds an energy-efficient path
through the graph from the start time of the broadcast to
the given deadline. Reference [18] proposes an online con-
trol algorithm, called EESE, that minimizes the overall energy

consumption over time in a network composed of a satel-
lite swarm with Inter-Satellite Links (ISLs) and terrestrial
terminal stations opportunely redirecting traffic through dif-
ferent satellite-ground links. Energy-efficiency in nanosatellite
networks is investigated in [19] that proposes a multiple hop-
ping relay methodology to deliver scientific data to ground ter-
minals with the optimal energy balance of the entire network.
A technical description of the satellite Electrical Power System
(EPS) is reported in [20] highlighting some useful consider-
ations to prolong battery lifetime, such as the minimization
of the Depth of Discharge (DoD), i.e., of the percentage of
the battery that has been discharged relatively to the overall
battery’s capacity. A topology-aware approach to reduce the
energy consumption of an overall LEO satellite constellation is
proposed in [21]: it dynamically computes when switching on
and off each ISL in order to save energy but still guaranteeing
a certain degree of connectivity. An energy harvesting-aware
routing algorithm for nanosatellite networks, called 3DEHR,
has been proposed in [22], where the variables which affect
the routing path computation are the current satellite positions
with respect to the source and destination locations and the
amount of energy that satellite’s solar panel can generate.

However, none of these proposed solutions has been
developed for DTN-satellite networks and none of them con-
siders that sometimes satellites may not be able to send data
packets through the computed routing paths due to a too low
available energy level.

B. Routing in DTN-Satellite Networks

Routing issues in DTN networks involve additional vari-
ables if compared to the ones used in “classical” networks.
The topology is not constant during all network lifetime and
the link status may change over time. “Classical” routing algo-
rithms aim is to find the best currently-available path to move
traffic end-to-end in terms of one or more defined metrics
(e.g., minimum delivery time, packet loss, . . .), but, in DTN
networks, an end-to-end path may be permanently unavailable.
To allow data exchange, DTN nodes can store data packets in
their buffers for a much longer time compared to terrestrial
routers by employing long-term storage. The DTN routing
problem is a constrained optimization problem where single
links may be unavailable for long times and with resource
constraints at each node.

In a DTN-satellite network, satellites predictably change
their position. Information about contact start times and dura-
tions is known a priori, which eases the development of
possible solutions [23]. When changes in connectivity are
planned and scheduled, one of the most used routing algo-
rithms is the Contact Graph Routing (CGR) [10]. Routing
decisions are performed by using a “Contact Plan” (CP), which
is a time-ordered list of scheduled contacts indicating the
start and end time of each contact. Each DTN intermediate
node between sources and destinations computes its own path
for each packet, called bundle, and locally makes its own
next hop decision. There are papers in the literature whose
purpose is to prove the reliability of CGR in LEO SatCom
networks [24], [25]. Other papers propose to extend the basic

Authorized licensed use limited to: Universita degli Studi di Genova. Downloaded on February 28,2021 at 17:43:42 UTC from IEEE Xplore.  Restrictions apply. 



892 IEEE TRANSACTIONS ON GREEN COMMUNICATIONS AND NETWORKING, VOL. 4, NO. 3, SEPTEMBER 2020

version of CGR through enhancements which can be use-
ful for routing in the considered DTN-based nanosatellite
network. For example, a version called CGR-ETO (Earliest
Transmission Opportunity) has been proposed in [26]. It con-
siders also the queuing delay due to bundles already stored
and waiting to be transmitted. An additional problem needs
to be addressed in case of different priority classes. When a
node forwards a higher priority bundle it deliberately neglects
lower priority ones previously received in order to enforce pri-
ority. This can cause the oversubscription of a contact if it is
already fully booked by lower priority bundles. A modifica-
tion of CGR, called Overbooking Management, is proposed
in [27]. It minimizes the consequences of overbooking by
early handling. Another extension consists in a source rout-
ing version of the CGR called CGR with Extension Blocks
(CGR-EB) [28] which encodes path and traffic information
into routed messages, extending CGR in two ways: (1) it
permits non-monotonically increasing or decreasing cost func-
tions and (2) it uses virtual circuits to avoid routing loops and
reduce computations [29].

We performed similar studies related to routing in DTN-
based nanosatellite networks in [30], [31], and references
therein. In these studies, we focused our attention on the
bundle delivery time reduction by considering the known a
priori contact information and the strict limitation of nanosatel-
lite buffer storage. In this paper, we consider the limitation
of nanosatellite available energy and the different variables
related to the telecommunication task which contribute to
energy consumption, such as data transmission and reception.
To the best of our knowledge, current CGR extensions do
not consider node available energy as a variable which can
affect the obtained performance and the routing path compu-
tation. This work can be considered as an extension of the
work presented in [32].

III. REFERENCE SCENARIO

Before illustrating the proposed routing algorithm in detail,
the considered reference scenario is described in order to better
understand its components, each node’s protocol stack archi-
tecture, and how nodes interact to complete the data delivery.
In this way, a better comprehension of the DTN aim and of
the different factors which contribute to the satellite energy
consumption is provided.

Figure 1 shows a picture of a portion of the considered
DTN-based nanosatellite scenario.

Terrestrial Areas (TAs) are composed of one Ground Station
(GS) and of a set of Ground Terminals (GTs). TAs are rural
or remote areas where there is no terrestrial infrastructure
to link them to the outside network (Internet). An economic
way to allow them exchanging data is through a LEO multi-
orbit nanosatellite (nSAT) constellation. GTs are the terminal
generating and receiving data, i.e., the source an destination
endpoints. GSs, on one hand, collect/deliver data from/to the
GTs located in the covered areas, and, on the other hand,
send/receive data to/from the constellation. As said, a persis-
tent end-to-end path between source and destination endpoints,
i.e., a path whose links are always active at the same time, may

Fig. 1. DTN-based nanosatellite reference scenario.

be not guaranteed. GSs may not always be in visibility of
a satellite so suffering from “black-out” connectivity periods
depending on the position and number of employed nSATs,
and on the constellation design parameters. Considering nSAT
low altitude, each nSAT can simultaneously cover a limited
set of areas depending on the distance among them. nSATs
act as “data mule” uploading data from source GSs and keep-
ing them stored in a buffer until the contact with destination
GSs starts. The DTN paradigm helps equip nSATs with this
ability, tackling long delays and disruptions.

Figure 2 depicts the considered network stack architecture
to allow long-term storage at intermediate nodes.

GTs are regular Internet hosts implementing the standard
Internet protocol stack; nSATs are DTN nodes implementing
the DTN architecture through the BL [8]; GSs are equipped
with a TCP/IP interface towards GTs and a DTN interface
towards nSATs. They act as DTN gateways implementing a
relay function, encapsulating each data packet received from
the TCP/IP interface in a bundle before sending it to the
nSAT, and performing the de-encapsulation process on the
reverse path. The term bundle here refers to a message com-
posed of a payload containing the application data and of
a header containing the protocol control information neces-
sary for the end-to-end delivery. The BL is directly interfaced
with the lower layer of the satellite dedicated protocol stack.
Intermediate nodes (GSs and nSATs) are DTN-based also to
allow the communication through heterogeneous network por-
tions, while GTs are standard Internet stack devices to avoid
the need of ad-hoc devices or the implementation of soft-
ware modifications. UDP can be easily employed as transport
protocol, while TCP requires additional considerations. TCP
support can be guaranteed through performance-enhancing
proxies (PEPs) based on TCP-splitting. PEPs can split TCP
connections into more parts, in order to isolate satellite links
from the rest of the network [9]. In the scenario in Figure 2,
TCP would act between source GTs and source GSs and
between destination GSs and destination GTs. The satellite
portion between Source and Destination GSs may benefit from
dedicated transport layer solutions if needed.

The BL implements the proposed E-CGR algorithm which
enables the correct packet forwarding to the destination
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Fig. 2. Network architecture.

exploiting both the complete knowledge of future contacts [10]
and the information about the nSAT available energy that is a
more critical element for nSATs than for GSs. The purpose of
E-CGR is to avoid the complete discharge of nSATs’ battery,
avoiding the occurrence of situations in which nSATs are not
able to send previously uploaded data to their destinations due
to a too low energy level.

IV. ENERGY-AWARE ROUTING ALGORITHM E-CGR

A. Satellite Energy Model

Before describing in depth the E-CGR algorithm, we will
briefly look at the satellite system energy model in order to
understand how our algorithm estimates the satellite available
energy values.

The main component of a satellite EPS is a board aimed
at distributing the available energy to all satellite subsys-
tems [33]. Most small satellites are only powered by energy
gathered by solar panels mounted on the satellite’s external
surface. The average generated power ranges from a few to a
few tens Watts due to the reduced size of the external struc-
ture. This value can be increased by using deployable solar
panels [34]. Since satellites revolve around the Earth, their
solar panels supply power periodically and for certain Sun-
dependent time periods influenced by factors such as satellite
altitude and orbit shape. Typical low orbits expose satellites
to the Sun for about 2/3 of their 90-105 minute duration, so
they need batteries to store energy in order to be operative also
when they are in the shadow of the Earth (eclipse periods).

The amount of power generated by a solar panel at the time
instant t depends on the angle between the sunlight and the
solar panel normal vector α, which depends on the satellite’s
position and attitude. Typical small satellites employ single-
axis solar tracking systems to minimize α [16]. Let β be the
angle between the satellite’s orbital plane and the sunlight and
θ the angle between the current satellite’s position and the
position where the satellite is at the greatest distance from the
Sun, the minimum value of α (αm ) can be obtained as:

αm = arccos
√
1− cos2 β cos2 θ (1)

The derivation of Eq. (1) is reported in the [16, Appendix].

Let η denote the energy conversion efficiency, γ the amount
of solar irradiance per unit area, and A the solar panels’ area,
the output power Ps generated by the solar panels can be
modelled as:

Ps = η · γ ·A · cosαm (2)

Considering the eclipse periods when there is no solar irra-
diance and, consequently, Ps = 0, Eq. (2) can be re-written as:

Ps =

{
0, if |θ| < θ0
η · γ ·A · cosαm , otherwise

(3)

The eclipse period duration depends on α and the satellite
altitude h, because the shadow of the Earth is a cone which
can intersect the satellite path or be completely below it. In
this way, the satellite is in the shadow of the Earth when
−θo ≤ θ ≤ θo , where:

θo =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0, if β > arcsin

(
R

R+h

)

arcsin

[√
R2 · cos2 β−(2Rh+h2) · sin2 β

(R+h) · cos β

]

, otherwise

(4)

where R is the mean radius of the Earth (typically 6371 km).
The efficiency of a solar panel conversion is not constant for

all its lifetime but degrades over time due to some factors such
as the ultraviolet degradation, redication degradation, fatigue
(thermal cycling), and micrometeoroid loss [35]. Besides, a
rise in the temperature decreases the amount of power gen-
erated by solar panels. However, we do not consider them in
our model because their effects are negligible in the considered
analysis time.

Satellites are usually equipped with rechargeable bat-
tery cells (often Li-Ion batteries but other kinds are also
employed [33]) which store energy when the output power
of the solar panels is greater than the demanded power and
vice versa. Both recharge and discharge rates of a battery are
limited and depend on the recharge and discharge efficiencies,
respectively, which are affected by different factors such as
the efficiency of AC/DC transfer and the voltage transfer [16].

Let Cmax denote the maximum battery capacity, C(t)
the battery charge at time t, r+/r− the maximum
recharge/discharge rates, δ+/δ− the recharge/discharge effi-
ciencies, Ps(t) the solar panels’ output power at time t, and
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Pd (t) the power drawn by satellite components at time t, the
battery charge at time t+Δt , where Δt is a short time during
which the recharge/discharge conditions do not change, when
Ps(t) ≥ Pd (t) can be defined as:

C (t+Δt) =

⎧
⎨

⎩

Cmax , if C (t) = Cmax

C (t)+Δt min
[
r+,Ps (t)−Pd (t)

]
· δ+, otherwise

(5)

Similarly, the battery charge at time t +Δt when Ps(t) ≤
Pd (t) ≤ Ps(t) + r+ can be defined as:

C (t +Δt) =

{
0, if C (t) = 0

C (t)−Δt min
[
r−,Pd (t)− Ps(t)

] · δ−, otherwise

(6)

Several factors contribute to energy consumption:
• Keep transceiver active: Po denotes the power consump-

tion to keep the satellite transceiver on, allowing the
satellite to receive and transmit data. We set it to a con-
stant and we assume that satellite transceivers are active
only when satellites are in contact with ground stations,
i.e., they are turned off (Po = 0) when no planned con-
tacts are ongoing in order to exploit the power saving
principle of sleeping strategies [36].

• Data reception: Er indicates the energy consumption due
to data reception per bit. We set it to a constant.

• Data caching: data may need to be stored on-board satel-
lites for a long time waiting to the next transmission
opportunity. Let Ewrite/Eread be the energy consumption
to write/read one bit in satellite’s buffer, Vsupp the volt-
age supply, Iwrite/Iread the current required to write/read
one bit in/from the satellite’s buffer, and Twrite/Tread
the time required to write/read one bit in/from the satel-
lite’s buffer, the energy consumption due to data caching
per bit Ecache can be defined as (7) from [19]:

Ecache = Ewrite + Eread

= Vsupp · (Iwrite · Twrite + Iread · Tread ) (7)

• Data transmission: Several metrics have been defined to
quantify the energy consumption due to data transmis-
sion [37]. Let Pt be the satellite transmission power,
tb the time to transmit one bit, Pc be the average cir-
cuit power including all electronic power consumption of
satellite components except for the transmission power, W
the satellite channel bandwidth, N0 be the noise spectral
density, d the distance between transmitter and receiver
(satellite and ground station), and a the satellite channel
attenuation factor, we consider the metric Energy per bit
Et [38] defined as:

Et = Pt · tb + Pc · tb

=

(
2

1
W ·tb − 1

)
·W ·N0

d−a · tb + Pc · tb . (8)

B. E-CGR Description

The main aim of E-CGR is preventing nSATs to be unable to
send the data stored in their buffers when they enter in contact

Fig. 3. E-CGR algorithm.

with the planned next hop (destination GS) due to a too low
available energy. This event would significantly degrade the
obtained performance because nSATs would need (at least)
one entire orbit time before entering again in contact with
the same GS. For this reason, E-CGR allows source GSs to
check, from the energy viewpoint, if the nSAT in contact is
able to forward the bundles to their next hop before starting
to transmit data to it. In other words, the source GS sends
bundles to the nSAT in contact only if the nSAT’s estimated
available energy when it enters in contact with the bundles’
destination GS is sufficient to guarantee bundle forwarding.
This procedure is summarized in Figure 3(a) and described in
detail in the following.

A data packet is received and encapsulated in a data bun-
dle B by a GS GSS

B . The data packet has been generated
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by a GT GTS
B and destined to another GT GTD

B located
in the area managed by another GS GSD

B . GSS
B computes

a set of possible routing paths by applying the standard CGR
(CalculateRoutingPaths function in Figure 3(b)) in order to
find the routing path which minimizes B’s delivery time.
GSS

B keeps B stored in its buffer until the next communica-
tion opportunity with the identified next hop (satellite SATS

B )
takes place. When a contact between GSS

B and SATS
B starts,

SATS
B sends a defined bundle, called energy bundle, con-

taining information about SATS
B ’s current available energy

and the amount of data stored in its buffer waiting to be
forwarded to GSs. GSS

B exploits this information to verify
if the previously computed routing path through SATS

B is
exploitable (ChooseRoutingPath function in Figure 3(c)), i.e.,
if SATS

B will have enough energy to transmit B when it enters
in contact with GSD

B . To do so, GSS
B estimates the value of

SATS
B ’s available energy in the time instant when B should

be sent to GSD
B and check if it is sufficient to guarantee B’s

transmission.
Let te,SAT

S
B be the last time information about SATS

B avail-

able energy has been received, Ea(SAT
S
B , te,SAT

S
B ) the

SATS
B ’s available energy at te,SAT

S
B , t

tx ,SATS
B ,j

B the
bundle B’s transmission time from SATS

B to node j,

E
in,te,SATS

B ,t
tx ,SATS

B ,j

B

SATS
B

/E
out ,te,SATS

B ,t
tx ,SATS

B ,j

B

SATS
B

the sum of the

terms which contribute to increase/decrease SATS
B ’s available

energy in the time interval between te,SAT
S
B and t

tx ,SATS
B ,j

B ,

D
SL,te,SATS

B ,t
tx ,SATS

B ,j

B

SATS
B

the sum of the durations of all node

SATS
B ’s Sun periods between te,SAT

S
B and t

tx ,SATS
B ,j

B ,

N
te,SATS

B ,t
tx ,SATS

B ,j

B

SATS
B

the number of contacts of SATS
B between

te,SAT
S
B and t

tx ,SATS
B ,j

B , Xz the amount of data received by
SATS

B in the z th contact, Dz
SATS

B
the duration of SATS

B ’s z th

contact, Qz
SATS

B
the amount of data SATS

B will send during

its z th contact, and QE the size of energy bundles, the esti-

mated value of SATS
B ’s available energy at t

tx ,SATS
B ,j

B can be
computed as in Eq. (9), shown at the bottom of the page.

In this way, GSS
B estimates the future value of SATS

B ’s
available energy starting from the value contained in
the last received energy bundle (Ea(SAT

S
B , te,SAT

S
B )) and

considering the amounts of recharged and discharged energy
until B’s transmission to GSD

B .

Finally, GSS
B proceeds with B’s transmission only after

checking if SATS
B is able to send all the data bundles already

stored in its buffer through the planned contacts, avoiding that
B’s transmission prevents the transmission of other data bun-
dles already stored in SATS

B ’s buffer due to an insufficient
energy level.

Let GS be the GSs’ set, QSATS
B→g the amount of

data stored in SATS ’s buffer to be forwarded to the node
g, and QB the bundle B’s size, B’s transmission takes
place if:

Ea

(
SATS

B , t
tx ,SATS

B ,j

B

)
≥

⎧⎨
⎩
QSATS

B
→g · Et g ∈ GS g �= GSD

B(
QSATS

B
→g +QB

)
· Et g = GSD

B

(10)

If all inequalities in (10) are positively verified, GSS
B sends

B through SATS
B , otherwise, another routing path will be

chosen.

V. PERFORMANCE ANALYSIS

A. Simulation Framework

The simulation platform is based on a module developed
for the software Network Simulator 3 (NS3). It is described
in detail in [31] and includes:

• a Scenario sub-module, which allows simulating differ-
ent scenarios by changing network topology parameters,
such as the number and position of GSs, the number of
GTs per area, and some parameters, such as the satellite
and terrestrial link bandwidth;

• a DTN sub-module, which implements the character-
istics of the DTN paradigm needed to guarantee the
communication in the considered DTN-based nanosatel-
lite network. It includes a store and forward mechanism, a
personalized and light version of the Bundle Protocol [8],
and the E-CGR algorithm;

• a LEO nanosatellite constellation sub-module, which
allows defining different LEO satellite constellations by
changing the number of satellites and orbital planes,
orbital plane parameters, and satellite design parameters,
such as the satellite battery capacity and solar panel sur-
face area. During the simulations, this module updates the
position of each nSAT in order to simulate real satellite
tracks.

The simulator allows setting GSs’ position and nSATs’ ini-
tial position in a 3-D space. GSs’ positions are set through
Latitude, Longitude, and Altitude (LLA) coordinates, whilst
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B ,j
B

)
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S
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S
B

)
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]
(9)
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TABLE I
SIMULATED SCENARIO DESIGN PARAMETERS

nSATs’ locations are computed and updated by using the
widespread NORAD SGP4 orbital model [39].

B. Simulation Results

The scenario considered as a starting point for our sim-
ulation analysis is composed of 120 nSATs, 100 GSs, and
1000 GTs per GS. nSATs are equally distributed among 10
circular orbits and equally spaced within each orbit. GSs
are equally distributed throughout the Earth’s continents.
We avoided setting unrealistic GS positions, such as above
oceans.

Delay-tolerant traffic flows are generated by the GTs of each
area following a Poisson distribution. Each traffic flow is mod-
elled as an on/off process with constant inter-period time Ti , a
fixed number of packets Np transmitted per active period, and
a fixed packet + bundle header size QB . Destination endpoints
are GTs chosen randomly but located in different areas than
source GTs, in order to force data packets to be forwarded
through the nSAT constellation.

The numerical values of nSAT orbital planes, satellite links,
nSAT energy model, traffic flow, and simulation configuration
parameters are summarized in Table I.

The satellite data rate is set to 50 Mbps considering nSAT
commercially available transceivers operating in X-band or
Ku-band. We set different values of β for each orbital plane.
Even if β is not constant but depends on the relative position
of Earth and Sun, we can assume it as a constant due to the rel-
atively short simulation duration we have chosen. We consider
satellite half-charged battery at the beginning of the simu-
lations. Since the exact amount of data that SATS

B uploads

during each contact between te,SAT
S
B and t

tx ,SATS
B ,GSD

B
B can-

not be known a priori (Xz in Eq. (9)), we decided to consider
the worst case, i.e., SATS

B receives the maximum possible
amount of data for these contacts (contact volumes).

Three sets of simulations have been performed by chang-
ing: the number of GSs nGSs, of GTs per GS nGTs, and of
nanosatellites nSATs. The aim is to stress the network with
different traffic flow configurations by increasing the number
of traffic flows (and, consequently, the overall traffic volume)
and increasing/decreasing the network forward capability. For
each topology configuration, 100 simulation runs have been
carried out by changing the randomly generated destination
GTs. The shown results are averaged over the simulation runs.

The results obtained by using E-CGR and standard CGR
are compared through two performance metrics: the Average
Delivery Time (ADT) and the Percentage of Delivered Packets
(PDP).

ADT is defined as:

ADT =

∑P
p=1

(
TRX
p − TTX

p

)

P
(11)

where P is the total number of generated data packets and
TTX
p and TRX

p are the time instants when the pth data packet
is sent by the source GT and is received by the destination GT,
respectively.

The obtained results are shown in Figure 4. Their variations
are not shown because they would not be visible due to their
low values (between about ±2%). Information regarding the
95% confidence intervals is reported in Table II.

As we expected, the ADT increases by increasing nGSs
and nGTs due to the high amount of data which traverse the
network, and by decreasing nSATs due to the lower number of
available intermediate nodes and, consequently, to the lower
contact opportunities and available bandwidth to upload data.
The performance improvement by using E-CGR increases is:
the ADT increase is up to 135% by using the standard CGR
and up to 63% by using the E-CGR by increasing the number
of GS in the shown interval. E-CGR performance improvement
ranges from 0% (for nGSs = 100) to 31% (for nGSs = 500).
By varying the number of GTs, the ADT increase is up to
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Fig. 4. Average Delivery Time (ADT) obtained by changing the topology of the simulated network.

TABLE II
95% CONFIDENCE INTERVAL OF ADT AND PDP

OBTAINED PERFORMANCE

almost 200% by using the standard CGR and up to 92% by
using the E-CGR. E-CGR performance improvement ranges
from 0% (for nGTs = 1000) to 35% (for nGSs = 10000).
Decreasing the number of deployed satellites leads to an ADT
decrease of up to almost 100% by using the standard CGR
and up to 62% by using the E-CGR, with a not negligible
E-CGR performance improvement only for nSATs = 60 and
nSATs = 40 of 16% and 18%, respectively.

The main reason for this behavior is that, by using stan-
dard CGR, satellites are sometimes not able to download data
bundles when they enter in contact with the destination GSs
due to the insufficient battery level. Higher is the data traffic

volume, higher the satellite energy consumption, and higher
the occurrence of satellite transmission unavailability due to
the low energy level. Consequently, some nSATs have to keep
data bundles stored in their buffers waiting for the next avail-
able contacts, wasting satellite buffer capacity and worsening
the obtained performance. The same effect takes place with
low values of nSATs. On the contrary, the performance does
not significantly change by increasing nSATs above the con-
sidered standard value. The main reason is that even if the
waiting time inside source GSs’ buffer decreases due to the
higher availability of nSATs, their battery level is always high
enough to let them send all stored data, nullifying the E-CGR
performance improvement. Even if they follow the same trend,
the performance obtained by increasing nGSs is slightly worse
than the ones obtained increasing nGTs with the same amount
of traffic flows traversing the network. For example, the ADT
obtained in the simulation with nGSs = 500 and nGTs = 1000
(Figure 4, first graph, fifth group of data) is higher than the
one obtained with nGSs = 100 and nGTs = 5000 (Figure 4,
second graph, third group of data). In both cases, the over-
all number of data packets that need to be forwarded through
the satellites is the same, as well as, consequently, the overall
amount of energy consumed for data reception, data caching,
and data transmission. However, the amount of energy required
to keep the satellite transceiver active is higher when nGSs is
increased due to the higher amount of time that each satellite
is in contact with a GS, which leads, for some contacts, to
a lower amount of uploaded packets and, consequently, to a
higher ADT.

The percentage of packets that have not been delivered by
the end of the simulation with the standard CGR is consider-
able. It is ranges between 6% and 18% by increasing nGSs,
between 6% and 29% by increasing nGTs, and between 5%
and 16% by decreasing nSATs. This percentage lowers by
using E-CGR, ranging between 6% and 11% by increasing
nGSs, between 6% and 18% by increasing nGTs, and between
5% and 11% by decreasing nSATs. For this performance
parameter, the E-CGR performance improvement is up to 7%
and 11% increasing nGSs and nGTs, respectively, and is 3%
and 6% for nSATs = 60 and nSATs = 40, respectively.

A fourth set of simulations has been performed by changing
the maximum satellite battery capacity Cmax . The obtained
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Fig. 5. Percentage of Delivered Packets (PDP) obtained changing the topology of the simulated network.

Fig. 6. Performance obtained by changing the maximum satellite battery capacity C.

results in terms of both ADT and PDP are shown in Figure 6
and follow the same trend of the previous ones.

The mean obtained Percentages of Delivered Packets (PDP)
from the beginning to the end of the simulations and their per-
centage variations over the different simulation runs are shown
in Figure 5. Again, information regarding the 95% confidence
intervals is reported in Table II.

The performance worsens by reducing Cmax because the
satellite battery may fully discharge making them unavailable
to upload further data during contacts. However, also in this
case, the obtained performance by using the standard CGR and
the E-CGR are the same for high Cmax values. The reason
is that Cmax is high enough to avoid satellite battery fully
discharges with the simulated traffic flow configuration. In
this case, a smart management of the satellite available energy
becomes useless because satellites are always able to send all
the data stored in their buffers. In detail, for Cmax = 20 Wh
and Cmax = 10 Wh, the ADT increase is, respectively, of 32%
and 136% by using the standard CGR and of 3% and 53%
by using the E-CGR, while the PDP decrease is of 8% and
10% by using the standard CGR and of 1% and 3% by using
the E-CGR. For the same two values of Cmax , the E-CGR
improvement in terms of ADT is of 22% and 34% while in
terms of PDP is 6% and 6.5%, respectively.

Also for these results, additional information regarding the
95% confidence intervals is reported in Table II.

C. E-CGR Computational Complexity

The computational complexity introduced by E-CGR is pro-
portional to the length of the CP, which is proportional to the
number of GS and nSAT in the considered scenario.

As can be seen by looking at Figure 3(a), line 3, the
CalculateRoutingPaths function scrolls the entire CP of the
node under consideration (NHl ) and compute at least one rout-
ing path for each row if it fits the requirements in line 4.
Besides, the function can call itself more times (line 10) until
the computed path reaches the source ground station GSGS

(line 6). Considering the scenario depicted in Figure 1, all
computed routing paths are two-hop paths: GSS

B → SATS
B →

GSD
B . It means that the CalculateRoutingPaths function starts

analysing the GSD
B ’s CP and calls itself only one time for

each iteration of the “for cycle” in line 10. Let LGSD
B

be the

length of GSD
B ’s CP and LSATS

B
the length of SATS

B ’s CP,
the computational complexity of the CalculateRoutingPaths
function is O(LGSD

B
· LSATS

B
).

Looking at Figure 3(c), line 2, the ChooseRoutingPath func-
tion scrolls the entire routing path list RPB to find the
routing path which guarantees the minimum delivery time
and satisfies the imposed energy checks, each related to a
GS. Let LRPB

be the length of RPB , i.e., the number of
computed routing paths, the computational complexity of the
CalculateRoutingPaths function is O(LRPB

· nGSs).
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Fig. 7. Computational times required to perform E-CGR and their CDFs by changing nGSs.

Fig. 8. Computational times required to perform E-CGR and their CDFs by changing nSATs.

Figures 7 and 8 show the computational times and the rel-
ative Cumulative Density Functions (CDFs) to finalize the
routing path computation process obtained by changing the
number of GSs and nSATs. These times have been measured
for each scenario in the same GS by our NS3-based simu-
lator running on a PC with a AMD Ryzen 5 2600 six-core
processor and 16 GB DDR4 RAM. The results obtained by
changing the number of GTs per GS are not shown because
this parameter does not affect the E-CGR computational
times.

As expected, the obtained results show higher computational
times for the scenarios with a higher number of nodes, i.e.,
higher values of nGSs and nSATs, due to the greater length of
the CP and the higher number of computed possible routing
paths.

Moreover, the computational times highlight also a decrease
over time. The reason for these trends is related to the lower
knowledge available for the routing path computation. In
the simulated scenarios, the simulator receives in input a
contact plan describing how the contacts will evolve in 24
hours, i.e., the time interval of future contact knowledge is
24 hours at the beginning of the simulation and it short-
ens when the simulation end approaches. As a consequence,
lower the number of contacts which satisfy the requirement
in Figure 3(a), line 4, lower the number of iterations inside
the CalculateRoutingPaths function, and lower the size of the
RPB list.

The same trend can be seen by analysing the number
of computational operations (comparison, sum/subtraction,
and multiplication/division) performed by each execution
of the E-CGR algorithm’s code, shown in Figures 9
and 10.

These additional results have been included in order to give
a more precise idea of the possible hardware required in the
GSs to allow the E-CGR execution.

Further increasing the time horizon knowledge, as well as
the number of nodes, would lead to a further increase of the
needed computation times and of the required resources in
terms of computational power and memory storage. A possi-
ble solution which will be tested as a future work consists in
setting a bound to the maximum number of contacts per bundle
computed by the E-CGR. In othr words, we plan to perform
the routing path computation process by limiting the consid-
ered future knowledge of the network contacts. This strategy
could lead to sub-optimal solutions but it should help keep the
resource consumption and the computation times under fixed
thresholds.

D. Satellite’s Available Energy Estimation

During the routing path computation, the E-CGR estimates
each satellite’s available energy when it will enter in contact
with the source GS (Eq (9)). This quantity is an estimation
because even if most of the required information are known,
the amount of data that the satellite will upload before enter-
ing in contact with the source GS (Xz quantities) cannot be
known.

In order to assess the relation between the obtained
performance and the reliability of the satellite’s available
energy estimation, a further set of tests has been performed
by varying the chosen Xz values whose possible range is
between 0 and the contact volume of the z th contact Vz ,
i.e., the maximum amount of data that can be received by
the satellite in the z th contact.
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Fig. 9. Number of computational operations performed by each execution of the E-CGR’s code by changing nGSs.

Fig. 10. Number of computational operations performed by each execution of the E-CGR’s code by changing nSATs.

The results in Figure 11 show the performance
obtained in the reference scenario (nSATs = 120,
nGSs = 100, and nGTs = 1000) by setting 11 differ-
ent values for Xz : from 0% to 100% of Vz at 10%
steps.

The obtained results highlight a significant performance
increase by moving to a more conservative assumption regard-
ing the data uploaded on the satellite under analysis before
entering in contact with the GS which is computing the rout-
ing path by using E-GCR. The main reason is that assuming a
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Fig. 11. Performance obtained by using E-CGR changing the value of Xv variable in Eq. (9).

value close to 0, E-CGR will more likely select a path through
a satellite different from the one currently in contact with the
source GS, because that satellite’s estimated available energy
will be higher. However, in some cases, this turns out to be
a too optimistic estimation, which leads to an estimated value
higher than the real one and to additional waiting times in the
source GS.

On the contrary, a too conservative estimation does not lead
to a performance decrease. The main reason could be that
in most cases the routing path with minimum delivery time
is the one which includes the satellite currently in contact
with the source GS. In this case, if this satellite has enough
available energy to upload and then download the data bundle
to the destination GS, it is always the best choice in terms of
the two considered performance variables. However, this last
consideration could not be always true but it could depend on
the structure of the considered satellite constellation and the
overall network topology. Further investigations are required to
properly analyse this situation in order to state which optimal
value for the Xv parameter could be (if exists) and how it
could be related to the network design.

VI. CONCLUSION

Small LEO satellites are more and more appealing to per-
form different tasks, such as building SatCom networks to
integrate in the upcoming 5G terrestrial infrastructure, espe-
cially thanks to their reduced cost. However, reduced costs
and size lead to hardware limitations and available resource
constrains which have to be considered. Energy consumption
awareness is a critical feature which has to be taken into
account in the design of LEO SatCom networks. The unpre-
dictable occurrences of situations where satellites are not able
to normally operate due to their low energy level should be
avoided.

In this paper, we propose an energy-aware routing algo-
rithm for DTN-based nanosatellite networks called E-CGR. It
aims to make ground stations aware of nanosatellites’ avail-
able energy in order to send data only when nanosatellites will
have enough energy to carry out data forwarding.

The obtained results of E-CGR show an improvement of
the two considered performance metrics (average data delivery

time and amount of packets delivered to their destinations)
with respect to CGR. They also show the computational com-
plexity and times required by E-CGR to perform the routing
path computation for each bundle and how the considered
performance metrics are affected by the estimation of the
satellite’s available energy.

As a possible future work, other scenario parameters which
could affect routing path computation, such as nanosatel-
lite buffer occupancy, could be considered together with the
energy, in order to develop a routing algorithm able to perform
routing decisions by exploiting the complete set of available
knowledge.
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