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Abstract 

The paper presents a scheme for admission control at call set-up level at an ATM node. The traffic is considered to be divided into 
classes, characterized by statistical parameters like peak and average bandwidth, and by Quality of Service (QoS) requirements that 
allow us to define a ‘feasibility region’ where such requirements are guaranteed. A model to describe the ‘call admission’ is proposed. 
Then, three alternative strategies to get the maximum number of acceptable connections, by taking into account the probability of 
blocking a call at the call set-up level, are described. The first one is intended to minimize the overall call blocking probability; the 
second one is aimed at balancing the probability among the different traffic classes; while the last one allows us to enforce a constraint 
on the call blocking probability. The efficiency of the proposed strategies is tested by simulation and verified by comparing it with 
other admission control schemes that appear in the literature. 
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1. Introduction 

In an ATM environment, broadband integrated ser- 
vices networks carry bursty traffic with different charac- 
teristics and Quality of Service (QoS) requirements. 
Many studies and experiments are currently performed, 
and many topics investigated, to satisfy the requirements 
for any application. Fair resource allocation strategies 
and optimized bandwidth management are a subject 
widely treated in the literature [l-4]. In [5-lo], Call 
Admission Control (CAC) strategies are investigated 
and tested, while in [11,12] scheduling algorithms pro- 
viding satisfactory QoS to each service are proposed. 
Routing strategies are proposed in [13,14] to obtain a 
fair resource management. The problems mentioned 
above are not independent, and, even if each of them is 
treated separately from the others, they can be viewed in 
a unified way, as in [15-211. Other problems considered 
are the buffer position (input, output or input-output 
queueing) in an ATM node (discussed in [22]), and the 
segregation of the traffic in classes, characterized by dif- 
ferent parameters, as in [l 1,18-21,231, among others. 

Also the definition of a call-space area (‘feasibility 
region’) has been an object of research, to find the opti- 
mal feasible space [25,26], or to have a complete separa- 
tion between the problem of guaranteeing performance 
quality at the cell level and the problem of accepting a 
new call in the network [17]. 
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In previous works ([18], for example), the authors pro- 
posed a hierarchical two-level control scheme, addres- 
sing the last two topics mentioned above, though not 
achieving a complete separation between them. In this 
paper, cell level performance requirements for each 
traffic class are considered to be satisfied through the 
definition of a ‘feasibility region’. The region is 
computed by using a model already in the literature, 
but the specific computation mechanism does not con- 
stitute a restriction for the strategies introduced in the 
paper; other computation methods could be used. 

An output queueing node model is assumed in the 
paper; the traffic is divided into H classes, defined by 
peak and average bandwidth and by QoS requirements 
(such as cell loss rate and delayed cell rate [18-211, for 
example). The CAC mechanism is structured by consid- 
ering a maximum number of acceptable connections that 
allow us to guarantee performance requirements to each 
traffic class by retaining the general philosophy proposed 
in [l&21]. 

The paper is structured as follows: the next section is 
dedicated to describing the system model and the CAC 
scheme, and to the definition of a ‘feasibility region’. 
Section 3 defines the strategies for computing the 
maximum number of acceptable calls, while simulation 
results and some comparisons with other CAC strategies 
are shown in Section 4. Conclusions are provided in 
Section 5. 
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Fig. 1. System model. 

2. System model and CAC scheme 

The node model is supposed to be an output queueing 
one, and for simplicity, only one output link is consid- 
ered (see [20,21] for an extension). The system model is 
shown in Fig. 1, where the traffic entering the node is 
queued in buffers, one for each traffic class, with a limited 
length. The buffer length is fixed to the value Q(“‘, 
h = 1,. . . , H, and the capacity of the output link is 
assumed to be C (Mbits/s). 

In correspondence with each output link, a Call 
Admission Control Block decides if a connection has 
to be accepted or rejected, while a Scheduler picks up 
the cells of the output buffer following a strategy (pre- 
sented in [ l&19]), which essentially grants each traffic 
class a fixed portion of the total bandwidth. The CAC 
performs the simple strategy explained below. In the fol- 
lowing, vectors will be indicated by using a bold type (A, 
for example), and, if A and B are two vectors of dimen- 
sion (n), the notation (A > B) means that the ith element 
of vector A is larger than the ith element of vector B 
(vi, 1 5 i < n). 

The traffic entering the node is considered to be segre- 
gated into classes, characterized by statistical parameters 
(for class (h), peak bandwidth Br’, average bandwidth 
B@) and as a consequence, burstiness b@) = Br)/L?i)), 
aIdby performance requirements that allow us to define 
a ‘feasibility region’, i.e. a region in call space where 
performance requirements are statistically guaranteed. 
The feasibility region can be obtained by complex analy- 
tical models or by simulation, and many studies can be 
found in the literature (among others, [1,11,24-261, 
where a survey of classes of control policies and a char- 
acterization of the optimal strategy in the specific case of 
Coordinate Convex Policies is also reported). In our 
case, an example will be given by Fig. 3 in Section 3. 
The region depicted in Fig. 3 has been computed using 
the strategy extensively presented in [ 18,191, which can be 
summarized as follows: an ON/OFF model is used for 
each bursty source, and the probability of generating a 

cell in the active state (ON) for a call of class h is B/“/C. 

Each traffic class (h) has to be guaranteed with two per- 
formance requirements, the cell loss (p,‘,h,‘,(n@))) and the 
delayed cell rate (J’j&,(n@‘)), supposinh)n @) calls in the 
active state. The probability of having n connections in 
the active state out of N@) accepted connections being 
‘u,(~I,~w, the performance requirements can be consid- 
ered to be: 

n(h) = 1 

where c(h) is an upper limit on the time-averaged value of 
the cell loss rate, and S@) has the same meaning for the 
time-averaged value of cells that suffer a delay longer 
than a fixed value (D@) in Section 4). 

The two inequalities above (( 1) and (2)) define a region 
in call space where performance requirements are satis- 
fied, that is, they determine a ‘feasibility region’. It 
should be pointed out that the chosen region is just an 
example, and the particular strategy used to individuate 
the feasibility region does not affect the overall call 
acceptance scheme defined in the following and in the 
next section. 

In [26], different classes of control policies are defined, 
and some possible algorithms are proposed to get a sub- 
region, which allows us to obtain a lower average call 
blocking probability. In that context, a general Multiple 
Service, Multiple Resource (MSMR) problem is solved, 
and a linear model for the definition of the state space is 
assumed. In our case, a complete modelling and charac- 
terization of the call space is quite complex, and it will be 
the subject of future work. So, here we do not consider 
the more general class of control policies (named 
Dynamic Programming), where decisions are based 
‘not only upon what state admission would place the 
system in, but also upon what type of service is 
requested’ [26]. Only Coordinate Convex policies 
(where admission decisions depend only on the state 
the system would enter if the new request were accepted) 
are taken into account and, in particular, the case of 
Complete Partitioning policies is investigated. 

This class of policies allows us to define a rectangular 
sub-region (in the two-classes case, or a N-cube sub- 
region if the general N-classes case is considered) inside 
the feasibility region. So, the admission strategy can 
be summarised as follows: a maximum number of 
acceptable connections N$&, whose computation is 
the object of the next section, shall be defined for each 
class. Njh) being the number of accepted connections, a 
new call is accepted if the number of calls in progress 
at the node plus the new one does not exceed the maxi- 
mum number of acceptable calls for that traffic class. In 



R. Bolla et al./Compurer Communications 19 (1996) 645-652 647 

Connection Requests 

Servers 

h’h’ 

Fig. 2. CAC blocking model 

other terms, 

if Njh’ + 1 < Ni,? --f connection accepted, 

if Njh) + 1 > N,.% 
(3) 

--f connection rejected. 

Then, the CAC blocking can be modelled, for the 
generic class (h), as in Fig. 2, where the number of servers 
is equal to the maximum number of acceptable calls of 
that class. The quantity X@) represents the average call 
arrival rate, according to a Poisson process, while 1 /P@) 
is the average duration of a call, which is su 
exponentially distributed. The quantity Nib P 

posed to be 
= X@)/P(~) 

(in Erlangs) is the average traffic intensity for traffic class 

(h). 
Considering the number Ni?X fixed, the probability of 

blocking a call is given by the well known Erlang-B 
formula: 

I=0 I! 

(4) 

This probability is used in section 3, where three 
alternative strategies to find the maximum number of 
acceptable connections are presented. It is important to 
remark that the quantities N$$ h = 1,. . . , H, are then 
considered as variables, and the schemes introduced 
in the next section have the aim to compute their 
‘optimal values’ (which will be indicated by N$$“, h = 

1 3 . . . I H), in the sense to be defined. 

3. Computation of the maximum number of acceptable 
calls 

The aim of this section is to present some different cost 
functions, each one giving rise to a different scheme to 
corn ute 

(hp 
the maximum number of acceptable calls 

(N,,,) for each traffic class. All the cost functions are 
based on the computation of the call blocking prob- 
ability (4) which has been shown in the previous section. 
It should be remembered that the problem is considered 
in the stationary case; in fact, we suppose Xch) and CL(~) to 

remain constant for a long period with respect to the call 

dynamics. If these values should vary, the optimization 
procedure would have to be applied again after a certain 
period. 

The first function considered is simply intended to 
minimize an overall measure of the call blocking rate, 
namely 

(5) 
h=l 

where N,,, = [Ni!$, h = 1, . . . , H], Pf’ (Nit;) is the 
call blocking probability of class h, given by (4) and 
och) is a weight that allows attaching a distinct priority 
level to each traffic class. It is worth noting that, if och) is 
assumed equal to the ratio Xch)/ Cf=, Xch), the quantity 
(5) represents the average call blocking probability of the 
whole system. 

The maximum number of acceptable connections 
N ;&[Ni:$)“, h=l,... , H] for each traffic class is 
obtained by the minimization of PB(NmaX) over the fea- 
sibility region. Then, by defining the feasibility region as 
the set FR of M-tuples N = [N@), h = 1,. . . , H] that 
satisfy performance requirements ((1) and (2), in this 
context), it can be said that: 

N ztx = arg min 
N,,, c FR 

PLO,& (6) 

The associated CAC scheme will be called the Erlang 
Scheme (ES). Fig. 3 allows a possible interpretation of 
the ES: the computation of the maximum number of 
acceptable calls implies finding a fixed sub-space inside 
the feasibility region. The sub-space has rectangular 
shape in Fig. 3, where the situation with two traffic 
classes is depicted; in general, the sub-region would be 
hypercube. These types of CAC schemes are indicated as 
Complete Partitioning Schemes in the literature [26]. 

The minimization of function (5) allows us to find the 
minimum value for a possible overall measure of the call 
blocking rate (or, in a particular case, as said before, the 
minimum value of the average call blocking probability). 
But this scheme takes into account neither possible per- 
formance requirements for each single class (in terms of 
blocking probability), nor some balancing criterion 
among the classes. So, in this case, the solution obtained 

Feuihility Region 

Rectangular Sub-Region 

Fig. 3. Example of Complete Partitioning: the ES scheme. 
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might strongly favour a class with respect to the others, 
as shown in Section 4. To avoid this problem we have 
considered two other different cost formulations, which 
might be more suited for a real application. 

Concerning the first one of them, whose corresponding 
scheme will be called the Balanced Erlang Scheme (BES), 
the balancing of the call blocking rate among different 
classes is the main goal; thus, the cost function is defined 
as 

PL(N,,,) = my{ o@) Pf’(N$Q}. (7) 

N $& can be obtained in the same way as in Eq. (6) by 
substituting the quantity PB(Nmax) with the quantity 
PA(N,,,). In formula: 

N g\\ = arg 
N 

mien P;(N,,,). (8) 
R 

The overall call blocking performance given by Eq. (8) 
is generally worse than that resulting from the applica- 
tion of Eq. (6); however, now all the classes are managed 
in a fair way (with a @) = 1, ‘d/z), because the allocation 
of Eq. (8) tends to equalize the blocking probabilities of 
the different classes. The method of balancing can be 
simply controlled by changing the weights CX@). Also, 
this scheme, although very different from the previous 
one, is a Complete Partitioning Scheme, because it 
implies, for each class, the computation of a maximum 
number of calls not varying in time and, as a conse- 
quence, the calculation of a fixed sub-region, as in Fig. 3. 

The last scheme we present is defined by fixing a con- 
straint on the maximum call blocking probability for 
each class, that is: 

Pi’(Ni$) I yCh) h= l,...,H. (9) 

Let N = co1 [N@), h = 1, . . . , H] be the equality solu- 
tion of Eq. (9) with respect to N,,,. To satisfy the 
constraints in Eq. (9), we must have 

Ni2X > N@), h= l,...,H. (10) 

We can distinguish two cases: N E FR and s # FR. In 
the first case, a sub-region which satisfies the constraints 
(9) (shaped as shown in Fig. 4(a) for a system supporting 

N(r) 
Feasibility 

/Region 

two classes) can be found. Otherwise, the sub-region does 
not exist (Fig. 4(b)). On the basis of these considerations, 
we compute Nk& as 

where 

D~~(Nnax) = 5 ~$%d?x) - y (‘)I 2: 
h=l 

(11) 

(12) 

and N max 2 N has the meaning explained at the begin- 
ning of section 2. 

It should be clear from Eq. (11) that, if i% E FR, we 
apply the same cost function (Eq. (6)) of the ES method 
inside the sub-region identified by constraints (10); other- 
wise, when constraints (10) cannot be satisfied, the cost 
function (12) is minimized; that is, the configuration at 
‘minimum distance’ is taken as the optimum one. We call 
this the Rectangular Sub-Region (RSR) scheme. The 
choice of the cost function (6) if N E FR is due to 
the fact that requirements (9) already guarantee a 
chosen performance about the call blocking rate of the 
different traffic classes. So, the choice of a balancing cost 
function would seem meaningless; the minimization of 
an overall measure of the call blocking rate could be 
more significant. 

Another different possible approach, whose perfor- 
mance we have reported in section 4 as a comparison 
with those introduced, but whose investigation is not 
the subject of this paper, can be found by using a simple 
Non-Complete Partitioning scheme as a control access 
method. We will call this CAC method the Complete 
Sub-Region (CSR) scheme. The rationale can be simply 
explained as follows: the CSR is the same as the RSR 
when constrains (10) cannot be satisfied; otherwise, start- 
ing from Fig. 4(a), and drawing a perpendicular line from 
the points X and Y to the Nc2) and N(l) axes, respec- 
tively, the sub-region SR, depicted in Fig. 5, can be sim- 
ply obtained. In this case a new call is accepted if the total 
number of CdlS in progress remains inside SR. 

NC?) 

Fcasi~lity Region 

Fig. 4. Effect of constraints (10) on the feasibility region in the case of (a) N E FR; and (b) N $ FR 
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Fig. 5. Sub-region S, (10) in the case of N E FR 

4. Numerical results 

The purpose of this section is to investigate the 
behaviour of the three schemes proposed in the previous 
section, and to test the efficiency of the overall strategy 
by comparing the results obtained with other CAC 
strategies. Four traffic classes with very different char- 
acteristics have been chosen to obtain the results in the 
following. The first traffic class represents medium 
quality video, and the second bulk data transfer, while 
the third and the fourth classes denote, respectively, 
voice and image retrieval, as in [28]. In more detail the 
parameters which describe each traffic class are listed 
below: 

Bj’) = 1 Mbit/s; B (2) = 10 Mbits/s; Br) = 64 Kbits/s; Br) = 
2 Mbits/s; (peak b&rdwidth). 

b(l) = 2. bc2) = 10; bc3) = 2; bc4) = 23 (burstiness). 
B(‘) = ;OO; Bc2) = 1000; Bc3) = 58; Bc4) = 2604 cells 
(average burst length). 

l/p(‘) = 20s; I/P(~) = 25s; l@ = 30s; l//.~(~) = 60s 
(average connection duration). 
EU) = e(2) = 1.10-4; .C(~) = E(~) = 1 - 10&j (upper limit 
for the average cell loss rate). 

h(l) = SC21 = 1. 10p3; 6c3) = SC41 = 1. lop5 (upper limit 

for the average delayed cell rate). 

D(l) = 400; Dc2) = 100; D (3) = 200; Dc4) = 1000 slots 
(delay threshold). 

N(l) = 80; Ni2) = 40; Nj3’ = 250; Nd4) = 92 Erlangs. 

(ilobal average traffic intensities offered to the network; 
call arrival processes follow independent Poisson dis- 
tributions.) 

Q”‘=20; Q , (2) = 10. Q (3) = 15; Q (4) = 15 cells (buffer 
length). 

To simplify the representation and interpretation of 
the results, each test has been carried out with a couple 
of traffic classes, and only the most meaningful results 
have been depicted. 

Figs. 6, 9, 10, 15 and 16 refer to the couple class l- 
class 2 (called couple A in the following); a channel capa- 
city C = 150 Mbits/s (r, = slot duration = 2.83 - lop6 s 
(53 bytes/cell)) has been used. 

60 

0 20 40 60 x0 IO0 120 140 160 180 

Numhcr oi Connections. Class 1 

Fig. 6. Feasibility region FR for classes 1 and 2. 
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Fig. 7. Feasibility region FR for classes 3 and 4. 

600 - 

Fig. 8. Feasibility region FR for classes 2 and 4. 

Figs. 7, 11 and 12 are obtained by using the couple 

class 3-class 4 (called couple B in the following), with a 
channel capacity C = 30 Mbits/s (T, = slot duration = 
14.1 - lop6 s (53 bytes/cell)). 

Class 2-class 4 (called couple C in the following) and a 
channel capacity C = 150 Mbits/s = 2.83 - 1O-6 s (53 
bytes/cell) have been chosen for Figs. 8, 13 and 14. 

The duration of the simulations performed, which 
have been carried out on Sun SPARC 10 and SPARC 
20 workstations, correspond to 1 hour and 30 minutes of 
real network time. 
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Fig. 9. Overall percentage of blocked cells versus offered load, classes 1 
and 2. H: ES; 0: FRS; A: RS; 0: BES. 

II 

“8 30% _______________.____----------- ______________” 

g 25% ____________________----- 

& 20% ____________________- _ _ _ _ _ _ _ _ _ - 
B 

E 15,% 
_______________.__ ________________--- 

g 10% _________--- ____________________---------- 

5% __________________------ _ _ _ _ _ _ _ _ _ _ _ _ 

0% 

0.4 0 0 0 x I 1.2 14 

c )HClCd Lud 

Fig. 10. Overall percentage of blocked cells versus offered load, classes 
1 and 2. n : ES; 0: BES; A: CSR, a = 0.2; A: RSR, a = 0.2; 0: CSR, 

a = 0.4; 0: RSR a = 0.4. 
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Fig. 11. Overall percentage of blocked calls versus offered load, classes 

3 and 4 (for key see Fig. 9). 

Figs. 6,7 and 8 depict the feasibility region for couples 
A, B and C, respectively. The regions have been obtained 
by using inequalities (1) and (2) and the data reported 
above; however, any other feasibility region, obtained 
using different techniques, could be utilized without 
affecting the global strategy. 

The traffic flow generated by the above data is consid- 
ered to be a normalized offered load of value 1; an offered 
load x corresponds to the same data, except for the glo- 
bal average traffic intensities offered to the network 

@) (N, , h = 1,2,3,4), which are multiplied by x. 
The overall percentage of blocked calls versus the 

Fig. 12. Overall percentage of blocked calls versus offered load, classes 

3 and 4 (for key see Fig. 10). 

Fig. 13. Overall percentage of blocked calls versus offered load, classes 

2 and 4 (for key see Fig. 9). 

0.4 0.6 0.8 1 

Offered Load 

1.2 1.4 

Fig. 14. Overall percentage of blocked calls versus offered load, classes 
2 and 4 (for key see Fig. 10). 

offered load is depicted in Figs. 9-14. In detail, couple 
A has been used for Figs. 9 and 10; couple B for Figs. 11 
and 12; and couple C for Figs. 13 and 14. Moreover, 
Figs. 9, 11 and 13 show a comparison of the results 
obtained using ES and BES with the results obtained 
using two other strategies. The first of these, called the 
Feasibility Region Scheme (FRS) here, does not com- 
pute a maximum number of acceptable connections, 
but always accepts a call, with the only constraint of 
the feasibility region; that is, if a new call in the system 
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keeps the total number of connections within FR, the call 
is accepted. The second is a strategy reported in [19], 
called the Reallocation Scheme (RS) here. The improve- 

ment in the percentage of blocked calls by using ES is 
noticeable; in fact, cost function (5) has the only purpose 
of minimizing an overall measure of the call blocking 
probability, without consideration of balancing among 
classes. In Fig. 10 (concerning couple A), Fig. 12 (couple 
B) and Fig. 14 (couple C), the overall percentage of 
blocked calls versus the offered load is also reported; 
but, in this case, the schemes ES, BES, RSR and CSR 
(Complete Sub-Region) have been utilized. The simula- 
tions have been performed considering o@) = a, 
h = 1,2,3,4; two values of a (a = 0.2 and a = 0.4) have 
been presented. 

The performance of RSR appears to be similar to that 
of CSR (the schemes are the same above a certain load 
threshold, because the sub-region where the constraints 
are satisfied does not exist and, as a consequence, the SR 
area does not exist). Moreover, it can be noted that, if the 
load is below (or equal to) a certain threshold (0.8 con- 
cerning the a = 0.2 case; 1 concerning the a = 0.4 case), 
the overall call blocking rate is really under the fixed 
threshold. For higher values of the load, the behaviour 
of RSR is similar to BES; in fact, the threshold being the 
same for each class, the global effect will be a balancing 
among the classes. 

This behaviour can be better explained by observing 
Figs. 15 and 16 (couple A), where the percentage of 
blocked calls is shown versus the offered load for each 
traffic class. The ES, BES and FRS schemes have been 
used in Fig. 15; the BES and RSR schemes, with a = 0.2 
and a = 0.4, have been utilized to obtain Fig. 16. It can 
be seen that the blocking percentages of the two classes 
are completely unbalanced for the FRS scheme and, in 
particular, for the ES case. So the lower overall call 
blocking percentage of the ES scheme is paid for with a 
conspicuous unbalancing effect. 

On the contrary, the utilization of BES does not guar- 
antee the lowest overall percentage of blocked calls, but 
it assures a fair division among the classes. Concerning a 

_____________________________.--__._--------..----------------- 
.___..________..___..___------.-------------.--- 

0.6 I 1.2 

Offered Load 

Fig. 15. Percentage of blocked calls for each traffic class vs. offered 

load, using the ES, FRS and BES for couple A. n : ES Class 1; 0: ES 
Class 2; A: FRS Class 1; A: FRS Class 2; 0: BES Class 1; 0: BES 

Class 2. 
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D 
2 
g 2070 _________________ __--_____-____ 
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Fig. 16. Percentage of blocked calls for each traffic class vs. offered 

load, using the BES, RSR with a = 0.2 and RSR with a = 0.4, for 

couple A. 

lower load situation, where the sub-region SR exists, the 
RSR scheme shows a certain unfairness, which is due to 
the use of a cost (the cost used in the ES scheme, even if 
over a smaller area) aimed at minimizing an overall mea- 
sure of the total call blocking probability, without taking 
into account any possible balancing. For higher loads, 
where SR does not exist, the minimization of Eq. (12) 
gives results similar to those obtained with the BES 
scheme (this clearly happens only when all the o@) 
have the same value). It is worth noting that the real 
aim of the RSR scheme is to fix a threshold on the call 
blocking probability for each traffic class. Then, if it is 
not possible to find an area in the call space where the 
constraints are satisfied, the aim is to be as close as pos- 
sible to the fixed thresholds. This behaviour can be 
noticed in Fig. 16, where, concerning the case (a = 0.2) 
the constraints can be satisfied (namely an area in the call 
space can be found) up to a load of 0.8. As far as the case 
(a = 0.4) is concerned, the constraints can be satisfied up 
to a load of 1; for a load higher than 1, it is not possible to 
maintain the call blocking probability below the value 
0.4 and, so, the aim is to be as near as possible to this 
value. The threshold value being the same for each class, 
the global effect (for load 1.2 and 1.4) is a fair balancing. 

5. Conclusions 

In this paper, some simple CAC schemes for traffic 
integration in ATM networks at the call set-up level 
are proposed. The first scheme, called the Erlang Scheme 
(ES), aims to minimize the overall call blocking prob- 
ability; the second, the Balanced Erlang Scheme (BES), 
has the main purpose of balancing the number of 
blocked calls among the traffic classes. The last scheme 
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takes into account a set of constraints on the minimum 
call blocking probability, and applies the ES scheme to a 
sub-region (if it exists), where these constraints are satis- 
fied; otherwise it tries to minimize the distance from the 
maximum call blocking probability. In all the schemes, 
the minimization is performed by taking into account the 
constraint of the feasibility region. 

Four traffic classes, with different characteristics, are 
considered to test the proposed strategies. Simulation 
results have shown the difference among the proposed 
schemes, and verified the efficiency of ES, BES and 
RSR with respect to other CAC strategies. More speci- 
fically, ES allows the lowest overall call blocking prob- 
ability, BES offers quite a fair balancing among the 
different traffic classes, while RSR can be considered a 
good compromise for a real implementation. The 
extreme simplicity of the cost functions makes the 
computation very fast and the algorithms well suited 
for control mechanisms. 
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