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Summary. Current approaches based on classical satellite communi-
cations, aimed at bringing Internet connectivity to remote and under-
developed areas, are too expensive and impractical. Nanosatellites ar-
chitectures with DTN protocol have been proposed as a cost-effective
solution to extend the network access in rural and remote areas. In or-
der to guarantee a good service and a large coverage in rural areas, it is
necessary to deploy a good number of nanosatellites; consequentially, for
reliability and load balancing purposes, is also needed a large number of
ground stations (or hot spots) connected on the Internet. During a data
connection, a server on the Internet that wants to reply to the user on
rural area, has many hot spot alternatives to whom it can deliver data.
Different hot spots can send data to final destination with different de-
livery delay depending on the number, position and buffer occupancy of
satellites with which it comes into contact. The problem of choosing the
optimal hot spot becomes important because a wrong choice could lead
a high delivery delay.
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1 Introduction

Despite the worldwide demand of ICT services and the continuous increment
of the number of developing countries, currently, only about 40% of the world
population has access to Internet. One of the reasons is that a large amount of
people still lives in underdeveloped countries or in remote areas which do not
possess ICT infrastructure. The costs needed to connect these areas using cables
and common infrastructures are prohibitive compared with the yielded benefits.
Satellite communications provide a less expensive way to provide Internet ac-
cess in these areas. However, current satellite technologies require high costs in
the construction, launch and maintenance. Nanosatellites [1] have been recently
proposes as a cost-effective solution to extend the network access in rural and re-
mote areas. CubeSat [2], a kind of nanosatellite, is fabricated and launched into
low-earth orbit using 0.1% of the cost of a classical LEO communication satellite.
Rural and/or disconnected area will be connected through a local gateway (cold
spots) that will communicate in an opportunistic fashion with the nanosatellite
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constellation using the Delay Tolerant Networking (DTN) paradigm. Nanosatel-
lites will carry the data and will send them to the gateways connected to the
Internet. On the return path, the central node of the constellation will commu-
nicate with servers on the Internet and with the nanosatellite through deployed
hot spots that will deliver the data to the rural area.

2 Related works

The problem to connect remote areas to the Internet is not a recent challenge. [3]
proposes to establish a communication with Internet for the nomadic Saami pop-
ulation who lives in remote areas in Swedish Lapland. The solution uses DTN
mobile devices and a series of fixed and mobile relay nodes. In [4] is described
DakNet, an ad-hoc wireless network that provides asynchronous connectivity.
DakNet is based on rural kiosks to deliver information to users and portable stor-
age devices called Mobile Access Points (MAPs) mounted on a bus, a motorcycle
or even a bicycle, which transport data among kiosks and Internet gateways. A
similar architecture is described in [5]. The architecture in [6] is a multi-hop
mesh network composed of long-distance 802.11 links with high gain directional
antennas.

All the described architectures offer valid and inexpensive solutions (e.g. with
an investment of $15 million, DakNet could equip 50 000 rural buses in India),
but suffer of severe performance limits and insecurities due to the massive use
of ground facilities.

To bypass these drawbacks, satellite networks have been proposed as solution.
Iridium [7], Globalstar [8] and Orbcomm [9] are Low Earth Orbit (LEO) satellite
constellations that provide satellite phone and low-speed data communications.
Inmarsat [10] is a Geostationary Earth Orbit (GEO) satellite constellation that
provides voice and data communication services. Nevertheless, these solutions
are very expensive due to the production and launch costs. Other solutions
involve the use of a network of balloons traveling at an altitude of about 20 kms
(Google’s Project Loon) [11], and the use of drones in the new Facebook project
called Internet.org [12].

A recent solution [1] is represented by the joint use of nanosatellites and DTN
paradigm. Nanosatellite is an interesting solution aimed of avoiding the draw-
backs of the use of an all-terrestrial network and to reduce the implementation
costs of GEO and LEO satellite networks. CubeSat [13] is a nanosatellite: it is a
10 cm cube with a mass up to 1.33 kg. The main advantage of CubeSats is the re-
duced cost: the estimated assembly cost per satellite is from $50000 to $100 000,
while the estimated launch cost per group of three Cubesats is about $200 000.
The total cost of a possible CubeSat network composed of 150 nanosatellites and
3 000 base stations is about $33 million with a lifetime of 5 years.

The DTN paradigm, on the other hand, allows supporting end-to-end data
exchange between network nodes even when network paths are concatenations of
time-disjoint transient communication links. The DTN architecture [14] is based
on the introduction of an overlay layer above transport layer protocol which
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allows to handle delays and disruptions at each hop in a path between a sender
and a receiver [15]. The principal implementation of DTN is the Bundle Protocol
(BP) [16] whose PDU is the bundle.

3 Motivations and use case scenario

The access network on rural areas we envision is composed of a constellation
of simple, inexpensive nanosatellites that communicate with ground stations
through the DTN paradigm. Figure 1 shows a nanosatellites/DTN network sce-
nario: in a rural area, a group of users or nodes S1, . . . , SN is connected with
the node CS1. Nodes CS1 and CS2, referred in the following as cold spot (CS)
are located in remote areas and act as Internet gateway for users. They transmit
and receive data with nanosatellites SAT1, SAT2, SAT3. Node D is the desti-
nation node (e.g. a mail server on the Internet). Node C is the control node of
the nanosatellite constellation: it contains all the information necessary to man-
age the network and takes the decisions to improve the performances. Finally,
nodes HS1 and HS2, referred in the following as hot spot (HS), are connected
to Internet and able to exchange data with satellites.
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Fig. 1. Nanosatellite network scenario.

Referring to Figure 1, we present a use case scenario in which a user S1

located in a rural area wants to access a web page located in a web server D

on Internet. User S1 sends a DNS request to its default gateway, the cold spot
CS1, which is also its DNS server. CS1 replies to the DNS request pretending
to be the web server. S1 establishes a TCP connection with CS1 and send it the
HTTP GET request. CS1 replies to S1 that the HTTP request has been taken
in charge and it will reply as soon as it gets the web page from the web server.
CS1 encapsulates the HTTP GET message in a bundle destined to central node
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C on Internet and uploads it on the first satellite it comes in contact with (e.g.
SAT1). The bundle is carried by satellite SAT1 until it comes in contact with
hot spot HS2. HS2 receives the bundle and sends it to central node C by using
TCP/IP standard protocols. Central node de-encapsulates the bundle to obtain
the HTTP GET message and pretending to be the user, starts a TCP connection
with the web server D. After the reception of the web page, C creates one or
more bundles that are forwarded to the selected HS, then to the first satellite
that can upload them, and finally delivered to CS1. CS1 de-encapsulates the
bundle and send back the web page to S1 by using the same TCP connection of
the initial request.

The choice of the hot spot, as said in the introduction, has a direct impact
on the delivery time, which should be minimized. This choice can be static
(e.g. C always forwards all messages destined to a certain CS to the same HS)
or dynamic. Referring to Figure 1, we suppose that 100 bundles are destined
to CS1 and others 100 bundles are destined to CS2. Because of the limited
communications performances between hot spot and nanosatellites, only a given
amount of data can be uploaded by the HS to the satellite during each contact:
in this example we suppose that only 10 bundles can be uploaded. With a static
choice, C forwards all 200 bundles to HS1. 10 satellite contacts are necessary to
deliver 100 bundles to CS1 and other 10 to deliver 100 bundles to CS2 because
each satellite in each orbit time can carry only 10 bundles uploaded by HS1.
Alternatively, with a dynamic selection, C can forward 100 bundles to HS1, and
100 to HS2 thus doubling the amount of data that each satellite can upload
during each orbit. For example, SAT3 in one orbit time may receive 10 bundles
from HS2 and destined to CS2 and 10 bundles from HS1 and destined to CS1.

4 Research Challenges

The first challenge is to define a new algorithm whose purpose is to realize a
dynamic hot spot selection method in the central node C. For each bundle, the
central node should compute the optimal hot spot that minimize the delivery
time necessary to send the bundle to the destination using information such as
the current position of the satellites belonging to the orbit that it manages, and
the buffer occupancy of hot spots and satellites.

The second challenge is to realize an architecture (based on [17] and [18]) which
ensures a transparent communication between endpoints: users on rural areas
make use of standard devices with TCP/IP protocol stack. No no-standard pro-
tocols or protocol modifications on the users’ devices are allowed. In the same
way, server nodes on Internet must use standard protocols. Differently from the
literature about DTN, that assume bundle protocol installed on endpoints, for
transparent purposes we want to be installed only on cold spots, hot spots, and
central node. To do this we need to design a novel architecture able to guarantee
on one hand, TCP/IP protocol communications among endpoints and on the
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other hand bundle protocol and satellite-specific transport protocol for the link
section. This architecture is illustrated in Figure 2.
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Fig. 2. Network Architecture
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